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In order to solve the problems of too complex speech extraction algorithm and insu�cient representation ability in oral English
teaching, this paper proposes a speech scoring mechanism based on multimodal fusion. Firstly, feature extraction of multimodal
audio and video is carried out, and a multimodal speech error detection model of LSTM-CTC is proposed; �en, the distance of
MCFF, volume intensity, and pitch track are calculated by the DTW algorithm, and the speech scoring model is established. �e
experimental results show that under the condition of no noise and strong noise, multimodal speech detection can achieve a better
error detection e�ect, and its system score is close to the actual situation, which can provide new ideas for oral English
teaching methods.

1. Introduction

Oral pronunciation is an important embodiment of English
ability. �e accuracy of pronunciation determines the
smooth degree of communication, and there are great dif-
ferences in pronunciation habits among Chinese regions.
�ere are 129 kinds of dialects recognized by the state.
Although our country attaches great importance to English
learning, we are also encouraged to learn English, but the
pronunciation habits of Putonghua and dialect a�ect the
learning of correct English pronunciation [1, 2]. Oral English
teachers are prone to make mistakes in their teaching. Since
the level of science and technology has made remarkable
progress, it has led to the upsurge of online language
teaching, but most of online teaching does not check the
students’ pronunciation and point out their errors. �e
realization of automatic error correction can detect the
errors of learners’ pronunciation and provide feedback for
them, which is convenient for learners’ oral learning and has
practical signi�cance.

�e evaluation of oral English teaching is a huge mul-
tidimensional work. Most of the existing evaluationmethods
can only form quantitative evaluation on component values
[3, 4]. With the rapid development of machine learning,

speech recognition and oral teaching evaluation are grad-
ually integrated. From the perspective of machine learning,
phoneme pronunciation error detection (PED) can be
regarded as a dichotomy problem, that is, to determine
whether the phoneme pronunciation is correct. So, many
researchers design and improve the PED system from the
perspective of a classi�er. Qian [5] and others studied the
acoustic modeling in English PED. Compared with
knowledge-based and data-driven speech rules, this method
can capture better speech errors, but has a higher compu-
tational cost; Lee [6] and others used DBN instead of the
Gaussian mixture model to detect the word level pronun-
ciation errors, aligned a non-native language sample with at
least one native language sample, and extracted features
describing the degree of dislocation from the alignment path
and distance matrix. �e performance of the system is
improved by replacing the input of unsupervised MFCC or
the Gaussian posterior map with the DBN posterior map. In
addition, research on multimodal speech recognition based
on deep learning is also gradually carried out. Noda K et al.
[7]combined denoising autoencoder with CNN to extract
video features and audio features, respectively, which im-
proves the reliability and robustness of the recognition
system. Hu [8] proposed a new time multimodal deep
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learning architecture called cyclic time multimodal RBM,
which models multimodal sequences by transforming the
connected MRBN sequences into probability series models,
which is easier and efficient in learning fusion features.

At present, most of the automatic PED only rely on the
language signal, ignoring the role of video signal in PED and
error correction. +erefore, it is meaningful to integrate
voice signal and video signal to realize end-to-end multi-
modal PED.

In view of the above research background, this paper
makes an in-depth study on multimodality, pronunciation
correction, and teaching quality evaluation. A multimodal
English PED model based on audio and video is proposed
and evaluates the oral English teaching of teachers.

2. Multimodal Feature Extraction

2.1. Audio Feature Extraction. Many researchers refer to the
human auditory system and put forward the Mel frequency
closely related to sound, which is nonlinear corresponding to
the common sound frequency (Hz). MFCC feature ex-
traction method uses this relation to calculate the cepstrum
coefficients in the Mayer frequency domain. MFCC feature
extraction process includes preweighting, framing, win-
dowing, fast Fourier transform, Meyer filter bank, discrete
cosine transform, dynamic feature, etc. [9]. Among them,
fast Fourier transform and filter bank are the two most
important processes, which mainly play the role of feature
dimension reduction. Figure 1 shows the MFCC extraction
flow.

Some audio in the audio data set is not clear due to
recording or saving problems. It is necessary to manually
remove the unqualified audio one by one to avoid adverse
effects on the detection results. +e format of audio data set
is unified as the WAV file, the sampling rate is set to 50 kHz,
and the channel is a dual channel. +e most important step
in the preprocessing stage is to highlight the characteristics
of the audio signal and remove the redundant parts to fa-
cilitate the subsequent audio feature extraction. +erefore,
pre-emphasis, framing, and windowing are indispensable.
Compared with the traditional acoustic model, the complex
forced alignment process can be abandoned in the pre-
processing stage.

After pre-emphasis, the voice signal needs to be divided
into frames. In this paper, the frame length is 25ms and the
frameshift is 10ms. In fact, the sound signal is segmented by
a fixed length window where there is a 15ms overlap be-
tween two adjacent audio frames, which is the dynamic
process of analog sound. +ere are still drastic changes
between frames, so it is necessary to add Windows to the
signals after frame splitting.

2.2. Video Feature Extraction. +e purpose of video feature
extraction is to obtain video features which are conducive to
pronunciation detection and error correction. Video is a
dynamic information, so it is difficult to extract video di-
rectly. +e mainstream method is to convert video into
continuous video frames, and the dynamic information of

video is represented by continuous image frame informa-
tion. +e essence of video feature extraction is to extract
features of the image frame. When the speaker pronounces,
the lip part provides the greatest help to speech detection, so
the most important part of the image frame feature ex-
traction is to extract the lip feature.

In order to remove the influence of noise in video frames
on the recognition results, it is necessary to denoise the
segmented video frames to obtain the video frame set
containing face information.

2.2.1. Video Framing. Video data frame processing is di-
vided into two parts, the first part is to determine the interval
of video segmentation and the second part is to determine
the video segmentation interval. +e process is shown in
Figure 2.

+e video duration is T (seconds), and the segmentation
speed is v (frames/s), thus, the number of video framesN can
be obtained. +e number and order of video segmentation
frames are very important in lip reading prediction, because
the video frames in the set are arranged according to the
sequence, and the number or sequence error will affect the
performance of dynamic information. After segmentation,
each frame has a digital number, where the number of the
video frame data set must be arranged in the order from
small to large, and there should be no wrong order or less
order, otherwise, the corresponding relationship between
audio and video information in time sequence will be
affected.

2.2.2. Normalization. Face detection is carried out on these
video frames to eliminate unqualified data, and then the lip
features are extracted. Finally, the extracted lip key points are
normalized to save the video features. It is necessary to get a
lower visual representation of the vowel sound by using the
pronunciation of the vowel. Because the dimensions of
pixel-based video features and hybrid video features are
relatively large, and the calculation process is relatively
cumbersome, this paper selects the model-based video
feature extraction method, where a cascaded residual re-
gression tree is constructed to obtain the real face shape.
Each leaf node of each level of the residual regression tree has
a residual regression quantity. +erefore, face alignment can
be achieved by stacking all the residuals [10].

In order to avoid the adverse effects caused by the in-
clination of the speaker’s lip, the left and right key points of
the lip are detilted, so that the lines connected by the two are
parallel to the horizontal line to ensure that the lip of each
frame is vertical. As shown in Figure 3, when the lip is tilted,
the line between the two points and the horizontal line forms
an included angle, and all key points are rotated in the
opposite direction, which can be considered that the lip
image has been straightened. +e next step is to normalize
the lip size. +e point on the left lip is A, the point on the
right lip is B, the point on the upper lip is C, and the point on
the lower lip is D.

+e normalized coordinate representation of point C is
shown in the following equations.
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XC
′ �

XC

XB − XA

, (1)

Yc
′ �

YC

YC − YD

. (2)

Here, (Xc
′, Yc
′) represents the normalized coordinates of

point C, and the remaining points are the information at the
end of the normalization. +e 20 key points of the lip were
normalized in this way, and finally the visual feature vector
containing the normalized information of the 20 key points
was obtained.

2.3. Feature Fusion. Multimodal fusion can take advantage
of the complementarity of different modes to obtain better
fusion features than single mode features. +e use of fusion
features can improve the generalization ability of the deep
learning model and has stronger robustness. +e feature
fusion used in this paper adopts a joint framework, as shown
in Figure 4. Fusion features of audio and video are obtained
by cascading feature vectors.

Multimodal joint architecture can be divided into ad-
ditive join and multiplicative join. +e addition connection
is shown in the following equation:

z � f w
T
1 v1 + · · · + w

T
n vn􏼐 􏼑. (3)

Here, v represents different kinds of single-mode infor-
mation input, w. In this way, the semantics of different
modes can be transformed into space, and the cascaded
features have different modal information.

+e multiplication connection is shown in the following
equation:

z �
v
1

1
⎡⎣ ⎤⎦⊗ · · · ⊗

v
n

1
􏼢 􏼣. (4)

Here, ⊗ represents the outer product operator.

3. Oral Scoring Mechanism Based on
Multimodal Fusion

3.1. PED Model. +is paper presents a multimodal speech
error detection model of LSTM-CTC based on the lip angle.
After the audio and video features are extracted by the
previous method, they are input into the network model.
Because the recurrent neural network can predict the state of
the next moment according to the state of the previous time,
which is necessary in multimodal speech recognition, the
recognition of each phoneme is closely related to the context,
it is necessary to predict the current phoneme through the
phoneme of the previous moment and the next moment.
However, because RNN is prone to gradient explosion and
gradient disappearance, temporal information is captured by
a long-term and short-term memory network, and the state
of context can be captured at the same time.

3.1.1. BiLSTM Model. First, a bidirectional LSTM network
model is constructed in this paper to learn audio and video
features and output the posterior probability of phonemes.
Among them, the activation function adopted by the LSTM
unit is tanh function, which expressed as

tanh(x) �
e

x
− e

−x

e
x

+ e
−x. (5)

+e structure of LSTM is mainly composed of forgetting
gate, input gate, and output gate, where the forgetting gate is
shown in the following formula:

ft � σ Wt ht−1, xt􏼂 􏼃 + bf􏼐 􏼑, (6)

where σ represents the function value of Sigmoid. Wt

represents the weight matrix, ht−1 represents the output of
the LSTM neural network of the previous layer, xt represents
the input, and bf represents the offset quantity. +e value of
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the ft element ranges from 0 to 1, indicating the degree of
forgetting, with 0 indicating all forgetting, and 1 indicating
all remembering.

+e input gate is shown in (7) and (8), where it rep-
resents the amount of input state and ct represents the
selection of it. +e forgetting gate and input gate determine
the state information of the current neural network layer,
namely, (9).

it � σ Wi ht−1, xt􏼂 􏼃 + bi( 􏼁, (7)

ct � tanh Wt ht−1, xt􏼂 􏼃 + bc( 􏼁, (8)

ct � ft · ct−1 + it · ct. (9)

+e output gate is shown in (10) and (11).

ot � σ Wo ht−1, xt􏼂 􏼃 + bi( 􏼁, (10)

ht � ot · tanh ct( 􏼁. (11)

BiLSTM structure refers to that in LSTM, the current
time is not only connected to the next time, but also con-
nected to the previous time, so as to better obtain the
connection between sequences through the bidirectional
transmission of information.

For audio and video features, the prediction of each
phoneme will be affected by the pronunciation state of the
previous moment and the next moment. Bidirectional LSTM
can better obtain the context relationship of audio and video
fusion features, so bidirectional LSTM is selected for mod-
eling.+e number of phonemes involved in this data set is 40,
so that CTC can recognize the continuous same phoneme.
+erefore, the number of nodes in the Softmax output layer at
the top layer of bidirectional LSTM is 41, and the posteriori
probability of the output phoneme sequence is obtained.

3.1.2. CTC Training Model. Connectionist temporal classi-
fication (CTC) algorithm is an optimization method for
neural network loss function. In order tomake sure that each
frame of speech recognition needs to be trained repeatedly, it
is necessary to carry out repeated training for each frame.
CTC uses end-to-end mode that it only needs to input and
output sequences, then the probability of sequence pre-
diction will be output.

+e input length of CTC is greater than or equal to the
output length. Assuming that the length of input sequence x
is T and yt is the output vector normalized by the Softmax
layer, the probability of network output label k at time T is
shown in the following formula [11]:

P(k, t|x) �
exp y

k
t􏼐 􏼑

Σk′ exp y
k′
t􏼒 􏼓

, (12)

where yk
t is the kth element of yt. So the probability P(a|x)

of an output path of a can be represented by

P(a|x) � 􏽙
T

t�1
P(a, t|x). (13)

Given the target sequence y, P(y∣x) can be expressed as
(14) because a has many-to-one relation with y.

P(y|x) � 􏽘

α∈β−1

P(a|x).
(14)

Here, β is the mapping from a to y, and β− 1 is the inverse of
β. +e mapping function first merges the adjacent repeating
classes and then removes the empty classes, that is, the given
label sequence y. Objective function of CTC is defined as

CTC(X) � −ln P(y|x). (15)
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CTC decoding is to find the sequence with the highest
probability and output it under the given input sequence, as
shown in the following formula:

a′ � argmaxp(a|x). (16)

3.2. Speech Scoring Model. MCFF, volume intensity, and
pitch track of the speech are obtained to score, and the three
feature parameters of the standard speech and the test speech
are obtained, respectively. DTW algorithm is used to cal-
culate the distance of three feature data in two speech. +e
larger the distance is, the smaller the speech similarity is, and
the smaller the distance is, the higher the similarity is.
According to this distance, two thresholds can be set to
obtain the similarity score. After repeated experiments, the
final scoring formula is as follows:

sim �
1

1 + a(dis )
b
∗ 100%. (17)

Among them, a, b can be obtained by many test data. We
use a pronunciation that is very similar to the standard
pronunciation (if 90%). As a test speech, the distance be-
tween them is about 2.5 and with a voice that is very similar
to the standard speech (if 20%), the distance between them is
about 11, so we can get the value of a, b

dis is the distance calculated by the DTW algorithm, and
sim is the similarity of two speech sounds. Since three feature
parameters are used to obtain the final similarity score, after
speech preprocessing, the three features of MFCC, volume
intensity, and pitch track are, respectively, calculated, and
then the distance of the three feature parameters dis1, dis2,
and dis3 are calculated. +e results of final score can be
obtained by the following formula:

simall � w1 ·
1

1 + a dis1( 􏼁
b

+ w2 ·
1

1 + a dis 2( 􏼁
b

+ w3 ·
1

1 + a dis3( 􏼁
b
.

(18)

Among them, w1, w2, and w3 represent the weights of
MFCC, volume intensity, and pitch track, respectively. +e
weight of these three characteristic parameters is as follows:
MFCC weight w1 is 70.15%, volume intensity weight w2 is
7.45%, and pitch track weight w3 is 22.40%.

4. Experiment and Results

4.1. Analysis of Training Model. Under the condition of no
noise, the speech recognition training process of speech
mode, multimode based on multimodal fusion is shown in
Figures 5 and 6.

From the above results, we can see that with the increase
of the number of iterations of the model, the deficiency of the
training set is diminished, and the training exactness is
likewise moved along. Under the condition of no noise, the
model converges at 180 iterations approximately. However, in
the presence of noise, the multimode fusion gradually

converges in the 350th round, as the number of iterations of
the model increases. However, in the single-mode voice, there
is a jump, and the convergence is unstable. +e convergence
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of the two kinds of multimode fusion has little difference,
which shows that the multimodal model has a certain anti-
noise performance. In the noisy environment, the extracted
audio features are complex and contain too much noise,
which is difficult to accurately identify. +erefore, the pro-
posed multimodal feature recognition rate will not be affected
by the noise in the video feature recognition.

After the model training was experienced, the sound and
video corpus of the error was brought into the above pre-
pared model to additional action the precision of PED. +e
results are shown in Figure 7.

In the case of no noise, speech mode plays a more
important role in recognition. +erefore, in the case of no
noise, a single-mode recognition rate and an angle feature
fusion with a low dimension ratio have a better recognition
rate. Based on the multimodal feature fusion method, it

has a higher error detection rate for the round spread lip
errors, which can be seen that the introduction of angle
features improves the accuracy of pronunciation
detection.

4.2. Speech Scoring Effect. Partial data from 40 students
(male and female) were tested on monosyllabic, two-syl-
labic, and polysyllabic English words. Stul-Stu3 refers to the
data of three randomly selected students to test mono-
syllabic words, and the tested words are randomly selected
from 30 monosyllabic word lists. Stu4-Stu7 refers to the
data of three randomly selected students to test disyllabic
words, where each student’s imitative words are also
randomly selected from 30 disyllabic word lists. Stu8-Stul0
refers to a random selection of 4 students to conduct a
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polysyllabic word test, and each student imitates words
from a random selection of 30 polysyllabic word lists. +e
artificial scoring represents the average score of 10 En-
glish majors who score the students’ imitative pronun-
ciation, and the system score represents the similarity
score obtained by the system after the students’ imitation.
Stul, Stu2, and Stu8 are selected for analysis, and the
results are shown in Figure 8.

In order to analyze whether there is any difference
between system scoring and manual scoring, an inde-
pendent sample t-test was conducted with scoring form
(system s and artificial a) as factor. Firstly, the hypothesis
is tested and the test level is defined. H0:μ1 � μ2, that is,
there is no difference between different scoring forms on
the students’ score level. H1:μ1 ≠ μ2 means that there is no
difference in the scores of students. +e results of the
independent sample t-test are shown in Table 1.

It can be seen from Table 1 that the mean value of
sample A is basically equal to that of sample S. +e in-
dependent sample t-test shows that sig of F is equal to
0.269 and greater than 0.05, so the variance is homo-
geneous, and the corresponding bilateral test p � 0.739 is
greater than 0.05, indicating that there is no significant
difference between the scores of sample A and sample S at
the level of 0.05. +erefore, the hypothesis H1 is rejected,
that is, there is no difference between sample A and
sample S.

+rough the above data analysis of manual scoring and
system scoring, it can be seen that no matter for mono-
syllabic, disyllabic, and polysyllabic words, the similarity
results between the system scoring and the master’s scoring
of English major are not different, which basically conforms
to people’s subjective feelings. Generally speaking, after the
corresponding test, the system is basically qualified, which
can meet the requirements of the comparison of middle
school English words and sounds, which is conducive to
students’ better learning of English word pronunciation after
class.

5. Conclusion

+e features of multimodal audio and video was extracted,
and the LSTM-CTC multimodal oral PED model was
proposed. +e model realizes feature learning and classifi-
cation through BiLSTM, and CTC is used to detect the
pronunciation error. Experimental results show that in
multimodal speech error detection, it can achieve a better
error detection effect under the condition of no noise and
strong noise, which has a positive impact on the im-
provement of error detection accuracy, and there was no
significant difference between the score of the system and
that of the master of English.

In future research, we will focus on the interactive nature
of this teaching method, such as applying VR technology to
multimodal oral English teaching.
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