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The characteristics of English writing text in natural scenes are characterized by low character detection rate, difficulty in small
character detection, and various character detection categories. In order to improve the classification effect of English-written
texts, solve the problem of feature loss and precision reduction of the prediction model based on dimensionality reduction
neural network classifier in the analysis process. An improved stacking model combining random forest and logistic regression
is proposed to analyze the characteristics of written English texts. The model uses multiple undersampling, trains multiple
random forests as primary classifier, and uses logistic regression as secondary classifier. Experimental results show that this
model can effectively improve the classification efficiency of unbalanced text classification. While ensuring the main features,
the accuracy of prediction is substantially improved. It is proved that the model has high practicability in analyzing the
features of English writing texts.

1. Introduction

As the symbol of human civilization and the carrier of infor-
mation communication, characters exist widely in natural
scene images. Compared with other natural scene content in
the image, the text in the scene is more logical and general.
It can precisely provide high-level semantic information,
which is helpful for the analysis and understanding of scene
content. The rapid growth of artificial intelligence and deep
learning technology provides a new way for the study of
end-to-end character detection in natural scenes [1–3].

English text writing is a writing form that uses English
language as a tool to express thoughts and emotions. English
text writing has basic text types such as description, narra-
tion, explanation, and discussion, as well as practical text
types such as poetry, prose, and story. In fact, underneath
these various text forms, there are many text features.
Through the digital construction and analysis of these text
features, we can have a clear and rational understanding of
English writing which helps to improve our English text
writing ability [4, 5].

For text feature detection in natural scenes, domestic and
foreign scholars have carried out relevant studies and
achieved certain results [6–9]. The core idea of natural scene
text feature detection based on traditional methods is to
detect artificially extracted features, such as colour levels
and regions. Literature [10] proposed a detection algorithm
based on the maximum stable extremum region, but this
method could not detect the white text region on a black
background. Literature [11] proposed a detection algorithm
based on Adaboost, but this method has poor robustness
in processing low-contrast images. Literature [12] uses FAST
corner point extraction, but it is easily affected by lighting
changes and shooting angle. The above traditional natural
scene text feature detection methods require manual design
features; it would extract many poor features and lead to
the loss of recall rate and detection accuracy.

With the continuous development of deep learning tech-
nology, convolutional neural network (CNN) has made a
series of achievements in image classification, object detection,
and other fields. Literature [13] proposed a layered detection
strategy for text features. Firstly, CNN is used to extract
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features, and then, random forest algorithm is used to finely
classify text feature candidate regions. However, the subse-
quent processing of this method is usually complicated and
cannot achieve the effect of real-time detection. In order to
further improve the speed of target detection, literature [14]
proposed an end-to-end target detection algorithm, YOLO
(You Only Look Once). The algorithm transforms the target
detection problem into a regression problem, to better distin-
guish the target from the background. However, the size of the
input image is fixed, which makes it unable to adapt to the
shapes of different objects in the training process. The method
in Reference [15] adds orientation information, which enables
the SSD (single-shot detector) detector to deal with the feature
detection problem of text arranged in any direction, but it is
not ideal for text with large spacing. The YOLOv2 algorithm
proposed in literature [16] uses Darknet-19 network as the
feature extraction network, which greatly simplifies the net-
work structure. At the same time, the accuracy of target detec-
tion is improved, but its detection effect on text features in
natural scenes is poor, and it is easy to mistakenly identify
the background as text features.

The key to the construction and analysis of the digital
model of English writing text features lies in its text classifi-
cation. Text classification is to obtain information from text,
analyze and process the information, and dig out more
important knowledge. Text classification is divided into fea-
ture engineering and classifier. Feature engineering is the
process of turning data into information, which is the most
time-consuming and labour-intensive, but quite important
process [17]. DF (word frequency), CHI (chi square test),
IG (information gain), and ECE (expected cross-entropy)
are often used as the basis for feature selection [18]. Litera-
ture [19] uses TF-IDF to classify text word segmentation
backward quantization as a feature of text. Literature [20]
improved feature selection algorithm IG and combined it
with DF to extract more important features for texting clas-
sification and improving the accuracy of text classification.
Classifiers turn information into knowledge, the desired
result. The classifier algorithm used for text classification is
constantly updated, which makes the prediction effect of text
classification better and better. Literature [21] uses naive
Bayesian as a classifier to classify short texts, which had
achieved good results. Literature [22] uses support vector
machine to classify short texts and proves its effectiveness.

In the process of feature analysis of English-written texts,
in order to improve the classification effect of English-
written texts, solve the problem of feature loss and precision
decline of the prediction model of dimensionally reduced neu-
ral network classifier and adapt to high-dimensional unbal-
anced characteristics of data. In this paper, an improved
stacking model combining random forest and logistic regres-
sion was proposed by using TF-IDF feature extraction
method. It is used to analyze the characteristics of English
writing texts. The experimental results show that the effect of
text classification in English writing has been improved.

The main innovations of this paper are as follows:

(1) The processing effect of high-dimensional unbal-
anced features of data is better

(2) The problem of feature loss and precision decline of
the prediction model of dimensionally reduced neu-
ral network classifier is solved

(3) Extracting features of English writing text by TF-IDF
feature extraction method

This paper consists of four main parts, namely, the intro-
duction in the first section, the related work in the second
section, the experiment and analysis in the third section,
and the conclusion in the fourth section, with the abstract
and reference sections.

2. Related Work

2.1. TF-IDF (Word Frequency-Inverse Document Frequency).
TF-IDF is a statistical method. Its calculation formula is
TF ðword frequencyÞ × IDF ðinverse document frequencyÞ. It
means that the more frequently a word appears in a certain
text and the less frequently it appears in all texts, the higher
the TFIDF weight of the word is, the more it can represent
the text [23].

(1) TF (word frequency) refers to the frequency with
which a certain word appears in all texts

TF =
The number of occurrences of x in a category
The number of all words in that category

: ð1Þ

(2) IDF (inverse document frequency) is the reciprocal
of document frequency, indicating that words fre-
quently appearing in each text will have less influ-
ence on all texts [24]

IDF = log
Total number of documents in the corpus

Number of documents with word changes + 1

� �
:

ð2Þ

2.2. Feature Dimension Reduction Algorithm. Feature
dimension reduction algorithms are usually divided into
two categories: unsupervised algorithms represented by
PCA and supervised algorithms represented by linear dis-
criminant analysis (LDA). PCA algorithm is usually applied
to prediction models, and its main process includes dataset
preprocessing, PCA principal component extraction, and
prediction model establishment and prediction [25]. The
basic principle of PCA algorithm is to construct a k-order
matrix (K represents the number of features after sample
dimension reduction) by training the feature vector of
covariance matrix of dataset. The k-order matrix is a real
diagonal matrix, and the eigenvectors corresponding to dif-
ferent eigenvalues are orthogonal. The k-order matrix is
the final result of the algorithm. The PCA algorithm process
is as follows: Suppose there is a sample set X = fx1, x2,⋯,
Xng, the covariance matrix 1/nXXT of the dataset was calcu-
lated by subtracting the average value of each feature, and
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the eigenvalue decomposition method was used to calculate
the eigenvalue and eigenvector of the covariance matrix.
Then, the eigenvalues are sorted and top K is selected, and
its eigenvectors are, respectively, used as row vectors to form
the eigenvector matrix P. Finally, the original dataset is
mapped to the space constructed by the new feature vector;
that is, Y = PX.

2.3. Random Forests. Random forest is an extension of the
bagging integration algorithm. Bagging ensemble is con-
structed by a decision tree-based classifier, and random attri-
bute selection is introduced in the process of ensemble. That
is, each attribute is selected to be added into the training
process to ensure the diversity of the base learner and
improve the final generalization performance of the
model [26].

The final decision result of random forest is obtained by
the combination of all the decision tree classification results
of base classifier. See Figure 1. For the classification problem,
the voting method is used to decide, and the classification
results of each decision tree are statistically voted, and the
minority is subject to the majority. For regression problems,
the mean value of decision tree classification results is taken
as the result of random forest.

The advantages of random forest are as follows.

(1) It can process high-dimensional data without feature
selection, which is time-consuming and labour-
intensive

(2) It is easy to parallelize and it is faster

(3) The most important point is that random forest can
balance the errors caused by datasets in dealing with
unbalanced datasets [27]

2.4. Stacking Integration Algorithm. Stacking is an integrated
algorithm that combines several different machine learners
together. Different from the integration of voting method,
stacking calls the base learner as primary learner and the

learner used for combination as secondary learner [28].
The process for stacking is as follows.

(1) Divide dataset D to train primary learners h1, h2, h3...

(2) Use several primary learners trained to predict the
test set on D, respectively. All the predicted results
are combined as a secondary training set to train
the secondary learner

(3) Use each primary learner to predict the dataset that
needs to be predicted initially. Then, average all the pre-
dicted results and then use the secondary trainer to pre-
dict the predicted results after processing to get the result

2.5. Improved Stacking Model Based on Unbalanced Data

(1) Unbalanced data processing methods

In dichotomous tests, one kind of samples concerned,
that is, a few kinds of samples, is generally regarded as pos-
itive, while the other kind is considered as negative. When
the sample number of positive class is much smaller than
the sample number of negative class, the data in this case
is called unbalanced data.

Sigmoid binary classification algorithm is essentially a
discriminant model based on conditional probability. It is
usually a dichotomous method with a threshold value of
0.5, a positive sample is greater than 0.5, and a negative sam-
ple is less than 0.5 [29]. The sigmoid function formula in
multidimensional feature space is as follows:

bθ Ið Þ = a θNI
� �

=
1

1 + e−θ
N I
, ð3Þ

where θ represents the multidimensional parameter and X is
the eigen-space matrix.

For dichotomous problems, the conditional probability
function of samples and parameters θ can be expressed as
follows:

Raw data set

Training sample
set 1

Training sample
set 2

Training sample
set 3

Training sample
set 4

Random tree Random tree Random tree Random tree

Portfolio strategy Random forest

Figure 1: Schematic diagram of random forest.
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U j ∣ I ; θð Þ = bθ Ið Þð Þj 1 − bθ Ið Þð Þ1−j, ð4Þ

where y represents the dichotomous problem output. After
the probability function is obtained, the maximum likeli-
hood estimation and logarithm are performed, and the for-
mula is as follows:

ρ θð Þ = log L θð Þ = 〠
w

x=1
j xð Þ log b I xð Þ

� �
+ 1 − j xð Þ
� �

log 1 − b I xð Þ
� �� �

:

ð5Þ

The derivative of parameter θ is calculated for Equation
(5), and the iterative formula of parameter gradient is as fol-
lows:

θy ≔ θy + α j xð Þ − bθ I xð Þ
� �� �

I xð Þ
y : ð6Þ

Through continuous iteration on the training set, the
approximate extreme value of the derivative is obtained,
which is called gradient ascent. Finally, the best parameter
θ and the available model are obtained.

Unbalanced data is usually sampled to change the data
distribution to reduce the degree of data imbalance. Sam-
pling methods include oversampling and undersampling.
That is to increase the number of subcategory samples or
reduce the number of multicategory samples to increase
the influence of positive category features on the classifier.
However, if the sample is only oversampled, it will easily
lead to overfitting of the model. The generalization ability
of the model will be reduced if negative class samples are
undersampled [30].

Therefore, this paper is not limited to the data sampling
method, but is combined with the sampling method and
make improvements on the algorithm level.

2.6. Improved Stacking Model Integrating Random Forest
and Logistic Regression. A certain proportion of samples
were selected from the negative samples every time, and all
positive samples were retained and combined into a training
set to train the random forest model in turn. Specific steps
include the following: data as much as positive and 5, 10,
16, and 25 times as much as positive samples were randomly
selected from the negative class, respectively. A training set
was formed with all positive samples, and five random for-
ests were iteratively trained.

With different sampling multiples, classifiers with differ-
ent parameters can be obtained to ensure the diversity of clas-
sifiers. The five random forests are used as primary classifiers.
Considering the high-dimensional sparsity of TFIDF, logistic
regression classifier was selected as the secondary classifier.
Figure 2 shows part of the improved stacking model.

3. Experiment and Analysis

All models in this paper were trained and tested on a com-
puter with core I5-7500 CPU @3.40GHz and 64GB mem-
ory. The computer system is Windows 10 professional 64-

bit. All models are implemented with MATLAB 2020a Deep
Learning Toolbox framework.

3.1. The Dataset. This article selects LendingClub lending
site (https://www.endingclub.com/info/download-data.
action) of the loan customer information as English writing
text experiment datasets (Table 1) to 2018 and 2020 loan
customer information English text dataset, in which the
English-written text contains customers’ static information
(such as income, work, family, and conditions) and dynamic
information (customers’ historical credit and others).

In this paper, Loanamnt, Fundedamnt, and other attri-
butes of the dataset are mainly used for the initial prediction
of random forest. And home_own, desc, and other attributes
are the attributes of the initial prediction of the multilayer
perceptron. Due to the large amount of data, data in 2018
and 2020 were selected for analysis in this paper. The sample
number of LoanStats_a dataset is 40540, and the number of
attributes is 125. The number of samples in LoanStats_b
dataset is 40536, and the number of attributes is 56.

3.2. Data Initialization. Firstly, a variety of data preprocess-
ing algorithms are used to remove redundant attributes of
data and reduce the number of features. Then, the correla-
tion of each attribute in the dataset is analyzed, the low pos-
itive correlation and negative correlation features in the
analysis results are removed (that is, redundant features are
removed), and the incomplete attribute values related to
the results are filled in. After obtaining the available dataset,
various algorithms are tested on the dataset. The influence of
its performance on the test results before and after feature
extraction is investigated, and the obtained data will be used
as the theoretical basis for adjusting the structure of the
model.

The preprocessing of initial data is completed through
the following process:

(1) Use the same number of statistical attributes to
determine whether it is the unique attribute and
delete the unique attribute in the dataset, such as
ID, member ID, and subgrade

(2) Process the nonnumeric data in the dataset, remove
the “%” in int_rate, keep only its numeric part, and
convert to float. Replace all “fully paid” in the loan
status attribute with 1. “Charge doff” is replaced with
all zeros. All other fields are replaced with Nan.
Replace all “n/A” in the dataset with Nan values.
Then, delete the Nan sample in the loan status prop-
erty. Because loan status is a result set, it is not
allowed to have a Nan value

(3) Delete attributes or samples that are Nan in the
dataset

(4) Process the incomplete value of the object, int, and
float attributes in the data item. If the value in the
data item is 0 and Nan is empty, it is the missing
item. The missing rate (the percentage of missing
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items in the whole population) is calculated as
follows:

Missingpct =
L − num

L
, ð7Þ

where L represents the length of the target attribute, num,
which represents the number of target attributes that are 0.

(5) After the above data cleaning, calculate the linear
correlation coefficient between the attributes of the
dataset, and the formula is as follows:

r I, Jð Þ = Cov I, Jð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Ið ÞVar Jð Þp , ð8Þ

where CovðX, YÞ is the covariance of X and Y . Var ðXÞ is
the variance of X. Var (Y) is the variance of Y . X and Y
are attributes of the input. Finally, only rðX, YÞ > 0:7, rðX,

YÞ ∈ ½0, 1� is retained. An n × n dimensional lower triangular
correlation coefficient matrix is obtained from Equation (8),
where N is the number of dataset attributes.

(6) Fill in missing data. Properties of numeric or custom
type fill the mean or 1. Properties of object type are
randomly selected in the domain of this property.
After processing, two datasets feature 1 CSV and fea-
ture 2 CSV can be obtained, whose information is
listed in Table 2

The model divides the dataset into two groups (sets S
and Z) by attribute. The performance of different algorithms
on dataset Z is experimentally observed. The size of the
uncertain item set available in the dataset is counted, and
the best collocation scheme is selected. After the above work
was done, the uncertainties previously on the training set
were extracted and trained to update the logistic regression
layer parameters of the improved stacking model.

3.3. Feature Extraction. The text information in the dataset
of this paper is English text, and the processing of English
text includes HTML character conversion, data decoding,
removal of Stop Word, removal of punctuation marks,
removal of emoticons, separation of words stuck together,
and removal of URL.

Text data belongs to unstructured data, and machines
are often unable to conduct operation analysis on such data.
In general, they need to be converted into structured data
that can be analyzed by machines. Therefore, text data fea-
tures are vectorized [31]. In text classification, word vector
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Figure 2: Improved stacking model.

Table 1: English text datasets of loan customer information in
2018 and 2020.

Dataset
Sample
number

Attribute
number

File
format

Statistical
year

LoanStats_
a

40540 125 Csv 2018

LoanStats_
b

40536 56 Csv 2020
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is a commonly used text representation method. The calcu-
lation of entry weight often needs to consider:

(1) The more frequently a word appears in a document,
the greater its contribution to text recognition

(2) The fewer times a word appears in all documents,
the better it can distinguish between different
documents

TFIDF takes both into account. In this paper, all the
words in the comments are put into the TFIDF thesaurus,
and then, the TFIDF value is calculated as the entry weight,
and the text data is converted into word vector, to carry out
classifier training [32].

3.4. Experimental Analyses. Before building this model, the
performance of MLP, random forest, logistic regression
cross-validation (CLF), and logistic regression (LR) algo-
rithms on feature 1 dataset was analyzed separately. Because
these results help to better adjust the structure and parame-
ters of the model, finally, one of them was selected to opti-
mize the improved stacking model. In the experimental
analysis, PCA algorithm will be added after data pretreat-
ment for comparison. The statistical results show that CLF
algorithm and PCA algorithm have a negative effect on the
final prediction results of other algorithms. So, consider
removing this process in the experiment. The average F1
values of the 10 times prediction results of the above algo-
rithms on the training set, test set, and test set with PCA
process are listed in Table 3. As can be seen from Table 3,
there is no obvious difference between the data of each algo-
rithm. In this paper, the differences between them are shown
in the form of graphs (Figure 3). In order to increase the gap
between data, only the parts whose F1 value exceeds 0.8 are
shown in Figure 3.

It is found in the experiment that the two conditional
probabilities using logistic regression layer obey Laplace dis-
tribution, so penalty is set as L1. Parameter C is the recipro-
cal of regularization coefficient, representing the degree of
regularization. The dataset used by the error correction
model has a small sample size and large random factors,
resulting in a small degree of regularization. Therefore,
parameter C should be set to 1. The fitting intercept param-
eter indicates whether there is a bias, and it is usually set to
true. The max number of iterations is set to 100. The larger
the value is, the higher the convergence degree of the cost
function is. The parameters of MLP layer in the model are
set as follows: The hidden layer is set as 100 × 200 × 100,
and the activation function is ReLU. The optimizer uses L-

BFGS, and the dataset used in the experiment has many
attributes. The approximate Hesse matrix needs to be stored
in each iteration, which occupies too much storage space
and reduces the efficiency of the algorithm. L-BFGS algo-
rithm is an improved algorithm of BFGS algorithm, which
only saves the information of the latest m iterations to
reduce the storage space of data and improve the efficiency
of the algorithm. Use the optimizer to train the weights
and biases of the input and output layers.

After the above process, the prerequisite conditions for
the realization of the prediction of uncertainty are met.
Two comparison models were introduced: Model 1 was used
to predict the stacking using the logistic regression layer
parameters already trained in the original stacking model.
The experimental results show that the prediction results
are not ideal, and the accuracy is less than 20%. Model 2
takes all the uncertainties in the training set as the training
set of logistic regression layer to train and update the param-
eters of logistic regression layer. Experimental results show
that the logistic regression layer with updated parameters
has good prediction results. Figure 4 shows the comparison
of error correction results of the above two models.

Figure 5 is the result of the experiment. Experimental
dataset feature 2 is selected for prediction. Compared with
dataset feature 1, this dataset has fewer data attributes. The
pretreatment of the same part of the two datasets adopts

Table 2: Dataset information after pretreatment.

Dataset
Sample
number

Attribute
number

File
format

Statistical
year

Feature
1

40540 42 Csv 2018

Feature
2

7800 26 Csv 2020

Table 3: Average predicted F1 values of different algorithms on the
training set and test set.

Dataset CLF LR Random forest MLP

Training set 0.9208 0.9208 0.9907 0.9199

Test set 0.9159 0.9159 0.9053 0.9145

Test set (PCA) 0.9161 0.9158 0.9009 0.9009
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Figure 3: Average prediction F1 value of different algorithms.
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the processing method of feature 1 dataset. Only the attri-
butes used in the experiment of feature 1 dataset are
retained. In the experiment using feature 2 dataset, it is
found that if only the traditional prediction method is used,
the prediction rate will be lower than that in the initial
experiment. This is because the reduction of the dimension
of the dataset makes the algorithm unable to extract the
influence experimental results in a wider range. However,
the performance is better in the process of obtaining uncer-
tainties. Many uncertainties can be obtained in each test,
which is conducive to correcting many errors and the error
correction rate is good. For the wrong prediction results
which are not in the uncertain terms, most of them are from
the error of the collected data or the factors outside the data-
set. It does not belong to the prediction error caused by
incomplete feature attribute of dataset. The factors leading
to these errors are more complex, and it is more difficult to
correct them. Compared with the cost of the whole algo-
rithm, it no longer has a higher predictive value.

After a series of structural adjustment and parameter
modification of local algorithm, the final model structure is
obtained. The overall experimental results of this model
show that the algorithm can improve the final prediction
efficiency well in various experimental datasets. In general,
compared with nonfeature complete datasets, the number
of uncertainties obtained from feature complete datasets is
smaller. In actual data mining, there are always more or less
incomplete and error in the collected data, which provides
conditions for the acquisition of uncertain items. Therefore,
it can be proved that the idea of separating out the uncertain
term and improving it is feasible (the performance is differ-
ent in different application fields or datasets). Figure 5 is the
result of 15 tests of this model on feature 1 and feature 2
datasets. The initial classification results of the random for-
est algorithm before the uncertainty are generated are,
respectively, represented by initial prediction 1 and initial
prediction 2 in Figure 5.
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Figure 4: Comparison of error correction results between model 1 and model 2.
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In conclusion, compared with the neural network pre-
diction model based on feature dimensionality reduction,
the improved stacking model based on random forest and
logistic regression in this paper can analyze practical prob-
lems more comprehensively and obtain more reasonable
prediction results. An improvement of the model in this
paper is that the logistic regression layer of the improved
stacking model is no longer used to process the output state
of the fully connected layer, but is used to obtain the pre-
dicted results of the uncertainties. These uncertainties con-
tain data features that may be ignored by general neural
networks. For obvious features in the data, all can be ana-
lyzed and processed by the fully connected layer or random
forest of the improved stacking model; the classification
results can be obtained by simply connecting a softmax or
sigmoid classifier at the output location.

4. Conclusion

In order to further improve the recognition and classifica-
tion of English writing text features without relying on man-
ual feature extraction, in this paper, an improved stacking
model based on random forest and logistic regression classi-
fication algorithm is proposed to analyze the characteristics
of English-written texts. In this model, multiple undersam-
pling is used to train multiple random forests as the primary
classifier, and logistic regression is used as the secondary
classifier to obtain the prediction results of uncertain terms.
English writing text features fully connected layers or ran-
dom forest computation analysis and processing with
improved stacking models. It is classified by a softmax or
sigmoid classifier. Experimental results show that this model
can effectively improve the classification efficiency of unbal-
anced English writing text classification. The prediction
accuracy is greatly improved while ensuring the main char-
acteristics. It is proved that the model has high practicability
in analyzing the features of English writing texts. In the next
step, more data on the use of natural scenes in English writ-
ing texts will be collected to further study how to improve
the feature recognition and classification of natural scene
English writing texts.
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