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Focusing on the topic of dynamic capability development and digital transformation of traditional enterprises in the digital
economy era, and using traditional manufacturing as an example, this paper examines how small- and medium-sized (SMS)
businesses should transform and develop in the digital economy era. Furthermore, in light of the problem that existing models
cannot evaluate dynamic nonlinear optimization, a diversi�ed dynamic capability evaluation model of SMS enterprises is de-
veloped, and the model is solved using the accelerated genetic value method based on real number coding, while the parameters of
the BP network are evaluated using the genetic algorithm. In this study, 100 SMS companies are chosen from a pool of 1000
companies to perform an empirical study. In the empirical study, three di�erent scenarios were employed. �e selected dataset is
utilized to test BP and GA in the �rst scenario. In the second scenario, the BP and GA are combined to create a more robust model,
which is then evaluated on the speci�ed dataset. �is research provides a novel approach that combines the PCA with the
acceleration method in the third case. According to the �ndings of this study, the methodology suggested in this work has an
overall evaluation accuracy of 95.6 percent, which is pretty good when compared to other approaches. �e model training error
and test error, on the other hand, are both lower than those of traditional assessment procedures, according to the data.

1. Introduction

�ere is no disputing that today’s breakthrough technologies
have changed the structure of everything, including people’s
thinking and lifestyle patterns. Some of the revolutionary
technologies include the Internet, big data, arti�cial intelli-
gence (AI), and deep learning. �ese technologies not only
changed the lifestyle of a layman but also changed the way we
interact with one another and the way we buy and sell, and, in
a nutshell, they put the entire world at our �ngertips.
Businesses can use these technologies to change their stra-
tegic thinking, business processes, organizational structure,
and operational model. �is allows them to build a value-
creation system, with data serving as the primary driving
force behind digital transformation. Because of their capacity
to collaborate closely in order to produce value, �rms will be

better positioned to compete in the market and develop new
products and services. During this time of crisis, traditional
enterprises are leveraging digital transformation to improve
their digital capabilities and respond to the new crown
pneumonia epidemic [1, 2]. �e digital transformation of
enterprises is being driven by three key factors: changes in the
macroeconomic environment, more competition in the
market, and the customized needs of users. As a result of the
rapid speed of technical improvements in the digital domain,
businesses that have successfully completed digital trans-
formation are better positioned to adapt to digital changes in
the external environment and keep their original market
competitive advantages. Traditional businesses are under-
going transformation and development as a result of the
rising in�uence of digital technology on their operations and
operations management. Traditional �rms are currently
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witnessing a rebound in their operations and profitability. In
the current situation, there is still a great deal of reliance on
the traditional business model, as well as low levels of
informatization and digitalization of the workforce. Digital
transformation must be elevated to the level of strategic
decision-making, andmany parts of the organization, such as
the organization’s structure, production model, and man-
agement model, must work together to implement the
strategy [3].

'e digital transformation of all aspects of the organi-
zation is accelerating as traditional enterprises transition
away from manufacturing and toward virtualization and
networking. In order to establish the dynamic capabilities of
companies to adapt to the rapid development of the digital
economy as well as technological changes in the industry,
traditional businesses must implement a digital transfor-
mation strategy and invest in independent research and
development as well as digital technology innovation be-
cause of the impact and change brought about by infor-
mation technology (IT) on traditional business models
[4, 5]. However, the transition to digital technologies will not
be easy for traditional businesses, and the digital technol-
ogies developed as a result of this process will have a sub-
stantial impact on the decision-making and business models
of conventional warfighters in the future. 'e objective of
digital transformation has been established as a high priority
for enterprise management. However, there is a scarcity of
theoretical and empirical studies on how businesses go about
experiencing a digital transformation, as well as knowledge
on how enterprises might go about undergoing digital
transformation through acquiring dynamic capabilities in
the field. 'erefore, because of the disruptive character of
digitization, this research claims that the theoretical
framework of dynamic capacities can be used to investigate
the digital transformation of conventional industries, which
is supported by empirical evidence. 'e digital economy has
ushered in the requirement for firms to have dynamic ca-
pabilities through the development, implementation, and
modification of their business models.

As a result of the growth of the interconnected wind, the
field of organizational design has rapidly progressed from
internal design difficulties such as centralization to business
model design centered on cross-border transactions. When
businesses that use business model design introduce inno-
vative and efficient business models, the creation, transfer,
and acquisition of business value are made easier for ev-
eryone involved in the value chain. Designing a company’s
business model is now recognized as a critical instrument for
enhancing efficiency within the organization [6, 7].

SMS enterprises must devote more attention to the
creation of their business models. According to the logic
behind this, startups are less hampered by route dependency
and organizational inertia than established businesses.
Consequently, organizational performance is frequently
contingent on the design of cross-border organizational
structures. DELA’s revolutionary production and distribu-
tion methods were the first to provide a nonintegrated and
flexible business model, which had a profound impact on the
profit model of the computer industry. Regardless of

whether an entrepreneurial company mimics and imitates
an existing business model, the business model must be
adjusted to the specific market positioning of the company.
'is has resulted in the importance of the topic of an en-
trepreneurial business model building being recognized both
academically and practically [8–13].

A large number of researchers have looked into the
evaluation of the dynamic capabilities of firms that diversify.
Even if certain achievements have been made, the rating
system is more prone to human error and subjective ex-
perience than most of the other evaluation methods. It is not
possible to include all essential data and machine learning
models. In particular, researchers are interested in the al-
gorithm feature extraction and classification process, since it
does not require human intervention and can quickly extract
implicit characteristics from the sample dataset. 'e in-
herent reliance on subjective judgment or experience
judgment, the weight of methods such as analytic hierarchy
process (AHP), fuzzy comprehensive evaluation, and dif-
ferential equation analysis (DEA), among others, results in a
lack of long-term perspective and a failure to take into
account sustainable development as a result of their design
[10, 11, 14–17]. 'e effects of these changes will be felt for a
long time. Furthermore, because of these approaches, it is
impossible to determine the level of diversification.

'e basic contributions of the paper are as follows:

(1) To address this nonlinear optimization issue, the
genetic algorithm (GA) and the back-propagation
neural network (BPNN) are used, which take into
consideration the complexity and multivariate na-
ture of the problem to be solved.

(2) 'e evaluation of multiple dynamic capabilities of
enterprises in an urban area of the United States is
carried out using nearly 100 SMS enterprises in an
urban area of the United States.

(3) 'e goal of this paper is to provide an innovative
method for the evaluation of businesses, as well as a
theoretical basis for governments and businesses to
formulate various policies.

'e rest of the paper is organized as follows: Section 2
describes the relatedwork done in the literature on the chosen
topic. 'e methodology followed in this research work is
discussed inSection3.Section4presents theproposedmodel’s
findings and draws a comparison between the proposed
model’s findings and those of various currentmodels. Section
5 finally concludes the theme of the whole paper.

2. Related Work

An organization’s internal and external resources and ca-
pacities are dynamically integrated, coordinated, configured,
and reconstructed to actively react to external market
changes. It consists of three components: the ability to detect
possibilities, the ability to acquire opportunities, and the
ability to reconstruct one’s assets.

In entrepreneurial environments, dynamic capacities can
be classified into three categories. Opportunity perception
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ability refers to an entrepreneurial firm’s capacity to discover
opportunities in the outside environment. Startups must
continually scan, analyze, and research technologies and
marketplaces in order to detect and uncover possibilities,
which motivates them to invest in R&D and predict possible
customer needs, market structures, and competition. To
identify the potential for growth, discover opportunities, and
adapt effectively to changes in the environment, you must be
able to perceive the large picture as an entrepreneur [8, 9, 18].

'e ability of entrepreneurial businesses to seize pos-
sibilities is referred to as opportunity acquisition ability. A
specific business model is required to implement the en-
trepreneurial enterprise’s new products, processes, or ser-
vices in order to capitalize on the identified market
opportunity. An enterprise system’s purpose is to create a
corporate operation model that enables the monetization of
opportunities [19, 20]. Entrepreneurial businesses with a
strong capacity for opportunity acquisition will aggressively
modify organizational and operational strategies to accel-
erate the transition of business prospects into products and
services.

Asset reconstruction ability refers to the ability of en-
trepreneurial enterprises to restructure their resources and
skills. When entrepreneurial businesses successfully identify
and buy opportunities, their assets and performance im-
prove. Entrepreneurs must improve their ability to transfer
and reallocate resources as goals are implemented and the
market environment changes. Asset recovery startups can
find underlying links between assets and utilize them to their
maximum potential. 'e ability to reconstruct assets stim-
ulates the synergistic influence of assets, which improves the
efficiency with which resources are utilized and the effec-
tiveness of organizations [5, 7, 21].

It is important to note that, in the entrepreneurial
management environment, the risk and complexity of new
businesses are both higher than those in more established
corporations. New entrepreneurial enterprises have chal-
lenges due to limited resources and a lack of market un-
derstanding. Entrepreneurship cannot afford to disregard
the need for risk management. Because of the intercon-
nection of rules, markets, technology, and the supply chain,
there are risks associated with entrepreneurial activities. Risk
management has evolved into an entrepreneurial venture in
order to ensure a consistent supply of goods and services.
Successful risk management and operation are vital to the
activities and healthy growth of an entrepreneurial com-
pany’s risk control competence. Companies with good risk
management capabilities can change fast, deliver high-
quality products and services at lower management costs,
and increase their market competitiveness [2, 4].

Manufacturing firms in many nations have been caught
in a quandary of swinging back and forth in the present
trend as a result of a variety of global developments, in-
cluding the global financial crisis, the rise of environmental
awareness, and changes in international relations. 'e ob-
vious advantages of its manufacturing enterprises’ low cost
and high output are no longer available due to the constant
restraints placed on their previously uncontrolled produc-
tion methods by-laws, agreements, international consensus,

and other regulations, particularly for developing countries
that have always prioritized the three highs and one low.'e
most straightforward technique for improving the com-
petitiveness of the industrial chain is to integrate two or
more industries into a single one. Huawei, a well-known
Chinese firm, is an example of this. 'e company’s business
plan incorporates a number of companies, including
semiconductor manufacturing, mobile phone sales, and
intelligent services. 'e company has demonstrated its
prominence in the manufacturing industry through a strong
brand, multifield cooperation, and self-sufficiency [6, 9].

Academics have long argued about digital transforma-
tion and determining an organization’s dynamic capabilities.
Some academics define digital transformation as the ap-
plication of cutting-edge digital technology by firms to
improve customer experience and channel operations or
establish new business models. Other academics define
digital transformation as an organizational transformation
and change in the digital economy that integrates digital
technology and business processes, emphasizing that digital
transformation focuses on transformation rather than
change so that enterprises can start from scratch and adopt a
comprehensive organizational approach. Digital technology
provides both opportunities and hazards that must be
capitalized on. Many others, on the other hand, believe that
business strategy, not technology, is the key to digital
transformation. Digital technology is changing the dynamic
capabilities of firms in ways that previous strategic break-
throughs did not. Regardless of their executive team’s in-
ternal drive to support the digital transformation of their
business model, structure, and process, incumbent firms will
face significant challenges. 'e most difficult issue is how to
reconcile the organization’s existing skills with external ri-
vals. 'e relationship between digital capabilities and their
formation is important to break free from the route de-
pendence of the past. Researchers in strategic management
are increasingly turning to the dynamic capabilities research
paradigm to explain how organizations adapt to rapidly
changing markets and technologies. To remain competitive,
incumbent firms must undergo digital transformation and
strategic change.

Data, computing, interaction, and connection are
commonly viewed as a combination of these four tech-
nologies, allowing for a fundamental transformation of an
enterprise’s strategy, operational processes, and capacity, as
well as products and services, via business networks. 'e
basic concept underpinning digital technology’s layered
modular architecture is that digital products may also be-
come platforms because two firms can compete on the same
layer at the same time. Before it can work on a greater level
with the digitalization and transformation of education, a
new business model is required to examine how the orga-
nization generates value for consumers, transmits value, and
profits from it [10, 14, 15]. 'ey form a potent mechanism
that increases firm performance while also providing value
to the organization’s clientele.

Developing a realistic evaluation approach and model is
critical for assessing the dynamic potential of enterprise di-
versification. Numerous Chinese and foreign academics have
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undertaken significant research on this subject. Certain re-
searchers have produced a fuzzy comprehensive evaluation
model based on the type and level of elements and indicators
that affect a company’s ability to grow, as have previous fuzzy
comprehensive evaluation models. As a result, the system’s
cost and robustness will be reduced [11, 16, 17]. Other ac-
ademics have used the theory of complex system adaptability
to create a model of the dynamic mechanism of company
sustainable development based on the pyramid support
mechanism [12, 13, 22, 23]. Firms can improve their dynamic
capacity by using a self-evaluation model based on essential
aspects and a three-level indicator system. 'e dynamic ca-
pacities of businesses can be quantified using DEA models
established by a number of scholars. Several scholars have
added the Balanced Scorecard to circumvent the current
evaluation index method, which exclusively considers fi-
nancial data. To assess the dynamic capabilities of small- and
medium-sized businesses, some researchers created a re-
gional difference coefficient conversion model based on the
TOPSIS approach [24–29], [30]. Researchers improved the
gray correlation degree evaluation of small- and medium-
sized enterprises in the east and west by combining the theory
that the slopes of two vectors are related to degrees to address
the issue of uncoordinated development of dynamic capa-
bilities of enterprises caused by regional differences and
external environmental factors. 'is method is mainly used
to test the logic and applicability of the experimental method.

In the static coverage research stage of techniques such as
AHP, fuzzy comprehensive assessment, DEA, and others,
there are several concerns with subjective judgment weight
or judgment weight based on experience. 'ese strategies
tend to be short-term in nature and rarely consider the
possibility. As a result, this paper develops an evaluation
model for the dynamic diversification capability of SMS
enterprises, employs the accelerated genetic value method
based on real number coding to solve the model, and em-
ploys the GA to optimize the parameters of the BP network
to achieve a better evaluation effect.

3. Proposed Methodology

According to the concept of dynamic capability and on the
basis of the viewpoints of scholars such as literature
[15, 19, 21], this paper uses the five dimensions of investment
and income, solvency, profitability, management capability,
and capital to form the dynamic development capability of
enterprises. We selected 20 relevant indicators. 'e idea of
constructing the model is to first simplify the index data of
the 20 dimensions of the sample by the principal component
analysis (PCA) method and reduce the dimension to obtain
n-dimensional principal components (n<m) as the input of
BPNN. 'e number of neurons in the input layer of the
BPNN is n, the number of neurons in the hidden layer is
k= 2n+ 1, and the number of neurons in the output layer is
5, which represents different levels of enterprise diversified
dynamic capabilities. 'e GA is used to optimize the weights
and thresholds of the BP neural network during the model
training phase.'emodel framework proposed in this paper
is shown in Figures 1–3.

In order to handle and analyze high-dimensional non-
linear and nonnormal data in a more robust, anti-inter-
ference, and accurate manner, the projection pursuit model
defined by Kruiskeal must be used. Analysis of high-di-
mensional observations is carried out by searching for
feature projections of the higher dimensions into the lower
dimensions of the data. 'e purpose of this paper is to
develop an enterprise dynamics model based on the char-
acteristics and advantages of projection search that can be
used to assess enterprise dynamics. 'e stepwise process of
the method followed in this paper is described below.

Step 1. 'e sample metrics standardization: Since the di-
mensions of each indicator value are not uniform, the fol-
lowing methods should be used to normalize the data.
Equation (1) shows the positive indicator, while equation (2)
shows the inverse indicator.

x(i, j) �
x
∗
(i, j) − xmin(j)

xmax(j) − xmin(j)
, (1)

x(i, j) �
xmax(j) − x

∗
(i, j)

xmax(j) − xmin(j)
. (2)

Step 2. Project index function calculation: 'e projection
index function Q (a), as indicated in equation (4), is
established by first calculating the projection value z(i) as
stated in equation (3). 'e projection pursuit model forms
the best projection direction by projecting high-dimensional
data into a low-dimensional subspace.

z(i) � 􏽘

p

j�1
a(j)x(i, k), (3)

Q(a) � S × D (4)

where D is the local density and S is the standard deviation
and they are defined by equations (5) and (6), respectively:

D � 􏽘
n

i�1
􏽐
n

j�1
(R − r(i, j)) × u(R − r(i, j)), (5)

S �

���������������������

􏽐
n
i�1 z(i) − 1/n 􏽐

n
i�1 z(i)( 􏼁

n − 1

􏽳

. (6)

In equation (5), variable R is the window radius of D.

Step 3. 'e optimization of the projection index function:
'e main purpose of solving the problem of maximizing the
projection exponential function is to estimate the optimal
projection direction. Equations (7) and (8) show the process
of the projection index function optimization.

maxQ(a) � S × D, (7)

s.t. 􏽘

p

j�1
a
2
(j) � 1. (8)
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Step 4. Obtain the projection value of each sample according
to the best projection direction.

�e challenge of determining the best projection di-
rection is a nonlinear optimization problem with a number
of well-established solutions. Given the uncertainty in the
initial point set, an algorithm such as SCE-JUA can converge
to its global optimal solution; however, if the initial point set
is erroneous, the algorithm can run into the problem of local
convergence, which can be very frustrating. �e chaotic
optimization strategy is capable of dealing with this problem
e�ectively while not adding any more complexity to the
system under consideration.�e establishment and selection
of objective functions as well as punitive factors, on the other
hand, are extremely di�cult to accomplish. As well as in-
spiring many specialists and scholars, natural events have
resulted in the development of a diverse spectrum of in-
novative concepts. Intelligent optimization techniques such
as GA, particle swarm optimization (PSO), and simulated
annealing (SA) are among the most widely used today. It is
easy to slip into a local optimum while using these algo-
rithms because of their early convergence in real operation,
and their big amount of computation results in a slow op-
eration speed owing to a large number of calculations. As a
starting point for determining the ideal projection direction,
this research uses the reasonably mature GA+BPNN
combination. When it comes to dealing with the projection
pursuit problem, this research advises that a hybrid genetic
algorithm (HGA) be used. As a result of this method, the
algorithm becomes more e�cient. �e process of optimizing
has become considerably faster and more e�cient, enabling a
more rapid arrival at the optimal solution to be achieved.

First, this paper optimizes the encoding process of
variables as shown in the following equation:

x(j) � a(j) + y(j)(b(j) − a(j)). (9)

�en we de�ne the �tness function as given in the
following equation:

Fit(y(i, j)) � k(1 − k)i− 1, (10)

where k is a hyperparameter and its value is 0< k< 1.
Individuals are then chosen for the next generation. A

fresh pair of chromosomes is selected in each rotation, and
the �rst-generation population creates a total of N replicated
chromosomes to establish a new generation of humans.
Cross the parent population to get the second generation,
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and then mutate to get a new one. Note that GA’s selection,
hybridization, and mutation are generally done sequentially.
As a result, essential information is often lost in the sub-
sequent genetic operation as a result of this. In this study, the
selection, hybridization, and mutation procedures are all
done in parallel, which means that the search domain of the
approach is generally bigger than GA, resulting in a more
likely and accurate optimal solution.

In addition, iterative evolutionary processes are
employed. �e progeny of selection, hybridization, and
mutation are ranked according to the value of the �tness
function. Individual appraisal, selection, crossbreeding, and
mutation of the parent are repeated for each of the �rst (n-k)
individuals identi�ed as outstanding o�spring.

Finally, do a rapid processing operation. For the fol-
lowing generation of optimization variables, the interval
between the �rst and second generations of outstanding
individuals should be used. Search algorithms are limited in
how many times they can evolve since too many evolutions
will damage their ability to �nd the optimal individual
objective function value or to attain the stipulated accel-
eration timings.

4. Results and Discussion

�e empirical analysis in this paper is based on a network of
100 SMS �rms that were recruited from a national database.
�e dynamic capacity of these SMS enterprises is tagged, and
labels are obtained using the method outlined by Ellonen
et al. [20] to identify the businesses’ dynamic capabilities.
�e data points of 80 businesses are chosen for the training
set, whereas the data points of 20 businesses are chosen for
the testing set. �is article divides dynamic capacity into �ve
types, each of which is addressed in further depth. For each
risk level, the output results from the �ve neurons in the
output layer of the model show the probability value of the
examined sample for each of the �ve risk levels. �e level of
hazard associated with an evaluation result is indicated by a
neuron with a greater probability value.

To begin, the performance of the hybrid genetic algo-
rithm described in this research is evaluated in this study.
Feature extraction in this paper is accomplished through the
use of principal component analysis (PCA), as illustrated in
Figures 4 and 5. �e impacts of PCA on the training set of
the approach are shown in Figures 4 and 5. �e abscissa of
the �gure re�ects the number of iterations, while the or-
dinate represents the inaccuracy in the model’s training.
Incorporating PCA into the model leads to a near-zero error
in the 16th generation, and subsequent iterations have no
e�ect on this outcome. After 23 iterations, the error in the
model that does not employ PCA stabilizes, despite the fact
that it is much bigger than the error in the model that does
use PCA as shown in Table 1.

Figure 6 shows a comparison between the two ap-
proaches: the �rst one is the GA alone and the second one is
the GA combined with PCA.

Further, we tested the performance of the algorithm in
this paper on the training set and the test set. In this paper,
the precision rate and the recall rate were selected as the

evaluation indicators. �e experimental results are shown in
Figure 7. It can be seen that, on the training set, the accuracy
and recall rate of the algorithm in this paper can reach more
than 95%. Although the performance of the algorithm de-
grades on the test set, the values of both metrics are higher
than 93%.

To judge the quality of the model, a corresponding
comparison algorithm is needed. �is paper selects BP, GA,
and BP+GA as the comparison algorithms and tests the
performance of the two algorithms in terms of precision and
recall. �e experimental results are shown in Figure 5. It can

Table 1: Error rate of GA with and without PCA.

Number of steps Error rate for GA Error rate for PCA+GA
0 1.43 0.71
5 1.20 0.60
10 1.15 0.58
15 1.15 0.50
20 1.15 0.15
25 1.10 0.15
30 1.10 0.15
35 1.10 0.15
40 1.10 0.15
45 1.10 0.15
50 1.08 0.15
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be seen from Figure 5 that the BP and GA algorithms are less
e�ective than BP+GA and the approach presented in this
study. �e BP+GA method combines the powerful non-
linear representation ability of BP with GA, so the perfor-
mance has been improved to a certain extent. On the basis of
BP+GA, the approach followed in this paper integrates PCA
and acceleration methods and has the best performance.

5. Conclusion

�is study looks athowsmall- andmedium-sized�rms should
change and grow in the digital economy, with a focus on
dynamic capabilitydevelopment anddigital transformationof

conventional organizations. Using traditional manufacturing
as an example, this paper examines how SMS businesses
should transform and develop in the digital economy era. An
enterprise-wide dynamic capability evaluationmodel for SMS
enterprises is developed as an additional consideration in light
of theproblemthat existingmodels are incapableof evaluating
dynamic nonlinear optimization. �e model is solved using
the accelerated genetic value method based on real number
coding, with the genetic algorithm being used to evaluate the
parameters of the BP network. In order to conduct an em-
pirical study, 100 SMS�rms are selected from the pool of 1000
�rms. �ree alternative situations were used in the empirical
investigation. In the �rst scenario, the selected dataset is used
to evaluate BP and GA. �e BP and GA are integrated in the
second scenario to build a more robust model, which is then
tested on the chosen dataset. In the third situation, this paper
proposes a newmethodology that combines the PCAwith the
acceleration method. �e outcomes of this study suggest that
theultimateevaluationaccuracyof themethodologyproposed
in thiswork is 95.6 percentwhich is quite good as compared to
other followed approaches. On the other hand, the model
training error and test error are both less than those of
conventional evaluation approaches, according to the
�ndings.
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