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 e prediction and analysis of student achievement aim to realize personalized guidance for students and improve student
achievement and teacher’s teaching achievement. Student achievement is a�ected by many factors such as family environment,
learning conditions, and individual performance. Traditional prediction methods often ignore that di�erent factors have di�erent
e�ects on the same student’s score, and di�erent students have di�erent e�ects on the same factor, so the model constructed
cannot realize personalized analysis and guidance for students.  erefore, this paper proposes a prediction model based on the
analytic hierarchy process and genetic algorithm. Firstly, according to the relationship among di�erent levels, the analytic
hierarchy process (AHP) model is established.  en, a k-means clustering algorithm is used to process the experimental data.
Secondly, in order to get rid of the negative impact of the randomness of the initial threshold and weight on model prediction
accuracy, which leads to the prediction result falling into a local minimum, a genetic algorithm is proposed to �nd the optimal
initial threshold and weight of model �rst. Finally, a prediction model based on the BP neural network is established to predict
students’ scores, which proves that the prediction e�ect is good.  e experiment was conducted with English major students in a
university as the research object. Experimental results show that compared with traditional data mining methods, the proposed
method has better prediction accuracy.

1. Introduction

Education is the foundation of a nation and the foundation
of a strong nation. With the rapid development of Internet
technology, it becomes more convenient and fast to collect
education-related data.  e analysis, mining, and applica-
tion of education big data are an important demand and
inevitable trend [1]. Student achievement prediction, also
known as student academic achievement prediction, refers
to the use of students’ relevant information to predict their
future academic performance. It includes course scores,
comprehensive scores at the end of the semester, and
whether there is a risk of dropping out. With the help of
student achievement prediction technology, teachers can
have a clear insight into students’ learning status and quality,
carry out di�erentiated teaching based on this, meet

students’ personalized learning needs, and truly achieve the
goal of “promoting learning through evaluation.”  e pre-
diction technology of students’ scores is also helpful for
colleges and universities to carry out academic early
warning, especially to establish dynamic early warning
mechanism according to the real-time prediction results of
students’ scores, so as to timely �nd the students who may
not be able to �nish their studies normally, guide them out of
trouble, and successfully achieve the goal of talent training.
 erefore, no matter from the perspective of improving
teaching e�ect or strengthening student management, stu-
dent achievement prediction technology has important re-
search value and practical signi�cance [2].

In recent years, the prediction of student achievement
has been widely concerned by scholars at home and abroad,
and a series of fruitful research work studies has emerged.
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Most of the early studies focused on pedagogy and psy-
chology, trying to explore the key factors affecting students’
academic performance, such as personality composition,
learning motivation, family environment, etc. [3]. +is kind
of research is mainly based on the self-assessment reports
provided by some students, which has great defects in
sample size and timeliness, and the conclusions are also
susceptible to the influence of the subjective consciousness
of the interviewed individuals. In some studies, students’
performance information in the learning process is used to
predict students’ final grades [4], such as attendance,
homework completion, and stage test scores. Because there
is a strong correlation between the performance information
of the course learning process and the final score, the ob-
tained model can often achieve better predictive perfor-
mance [5]. However, such research can be carried out after
the course is carried out for some time, so it is impossible to
predict students’ learning performance at the initial stage of
the course, leading to a certain lag in the predicted results.

At present, the prediction and analysis of student
achievement and the research on the key influencing factors
have attracted the attention of scholars at home and abroad.
In terms of student performance prediction, literature [6]
selected several typical learning behavior characteristics
from many behavioral characteristics of MOOC learners.
And use the selected characteristics to predict whether
learners can successfully complete the learning task and
obtain the certificate to find out the potential serious
learners. Literature [7] selects 8 important attributes by
calculating the information gain rate of each attribute
characteristic from 18 attributes that affect students’ per-
formance, and uses the selected 8 important attributes to
construct a decision tree to predict students’ performance. In
terms of themining of influencing factors of students’ scores,
literature [8] conducted a study on the scores of 300 students
in an Indian university and found that students’ scores were
greatly affected by such factors as home address, annual
family income, mother’s education, living habits, and stu-
dents’ historical scores. Literature [9] proposed that stu-
dents’ sociodemographic characteristics (such as race,
gender, and economic status) and academic characteristics
(such as school type and school performance) are closely
related to their academic performance. Although the above
work has made a good performance, but there are still two
problems. (1) Only considers the current work has the
characteristics of the selected influence on student
achievement and ignores the influence of the selected fea-
tures. (2)+e current work assumes that the key factor to the
influence degree of all the students is the same, ignoring the
students’ individual differences. In fact, different factors
have different effects on the same student’s score, and dif-
ferent students have different effects on the same factor.

Educational data mining aims to discover the internal
connections and rules hidden in massive educational data
and provide some help for students’ learning, teachers’
teaching, and the management of education managers [10].
Student achievement prediction can help teachers timely
and effectively intervene and guide students’ learning pro-
cess, such as identifying students at risk so as to provide

timely intervention measures. In addition, it can also be used
in the online evaluation, cognitive diagnosis, student portrait
construction, and recommendation system, which has im-
portant research significance and application value.

With the rise of data mining technology, a large
number of data mining methods have been applied to the
study of student achievement prediction. Existing research
methods can be divided into two categories: one is to
regard prediction problems as regression or classification
problems. Data mining models such as linear regression
[11], decision tree [12], support vector machine [13], deep
neural network [14], and Bayesian network [15] are used in
the literature [16]. On the other hand, the student pre-
diction problem is likened to the user evaluation problem
in the recommendation system, and the technology in the
recommendation field is borrowed to solve the problem,
including collaborative filtering, matrix factorization (MF)
[17], and other methods. Compared with regression-based
methods, recommendation-based methods are more
widely used because of their higher prediction accuracy
and interpretability.

However, recommendation-based approaches tend to
perform poorly in the absence of historical data. Because this
kind of method mainly relies on the historical record of
students’ scores to mine the similarity of courses, and then
predicts the results. +erefore, when the number of history
courses is small, additional information must be used to help
accurately depict the similarity between courses. +ese
background information are usually miscellaneous, have
high requirements for data sources, and have limited mining
of knowledge information. So far, there is no research that
relies on knowledge information to predict students’ per-
formance. In view of this, this paper proposes a student
achievement prediction model based on the analytic hier-
archy Process and genetic algorithm.

+e innovations and contributions of this paper are
listed as follows:

(1) According to the relationship among different levels,
the analytic hierarchy process model is established,
and then the k-means clustering algorithm is used to
process the experimental data

(2) Genetic algorithm is proposed to find the optimal
initial threshold and weight of the model first

(3) A prediction model based on the BP neural network
is established to predict students’ scores

+is paper consists of five main parts: the first part is the
introduction, the second part is state of the art, the third part
is a methodology, the fourth part is result analysis and
discussion, and the fifth part is the conclusion.

2. State of the Art

Taking English major students in a university as the re-
search object, this paper conducts a questionnaire survey
on their academic performance. +e design of the ques-
tionnaire was carried out in accordance with the principles
of clear theme, reasonable structure, easy to understand,
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appropriate control of the length of the questionnaire,
convenient data verification, sorting, and statistics.

A questionnaire survey is conducted on the influencing
factors of English major students’ scores, which is divided
into three levels, namely, individual, school, and family. +e
corresponding specific influencing factors are set in each
layer with different numbers. +e questions set in this
questionnaire are mainly as follows

+e influencing factors at the individual layer mainly
include gender, class acceptance, taking notes or not,
course interest, the length of study after class, and own
health status
+e influencing factors at the school layer mainly in-
clude the academic atmosphere of the school, teaching
mode of teachers, faculty, and equipment resource
sharing
+e influencing factors of the family layer mainly in-
clude the education level of parents, family environ-
ment relationship, and family economic level

+e questionnaire is mainly investigated from three
aspects, each of which contains specific factors affecting
English major students’ scores. +ere are 13 question factors
in total. A total of 202 questionnaires were collected for this
survey, and 18 invalid papers were screened out after sta-
tistics and collation of the data in the later stage. Finally, 184
pieces of data could be used as data sources for this survey.
Reliability and validity tests of the questionnaire data
showed good performance.

3. Methodology

3.1. Establishment of the Hierarchy of Influencing Factors of
English Major Scores. +e influencing factors of English
major scores can be divided into three levels: target layer A,
criterion layer Bi, and subcriterion layer Cy. +e target layer
is the influencing factor of English major students’ per-
formance. +e criterion layer is divided into three factors,
namely, the influence factors of individual, school, and
family on English major students’ performance. +e three
criteria layers are decomposed into more subcriteria layers,
for example, the individual layer considers gender, class
acceptance, taking notes or not in class, interest in English,
etc. +e school layer considers the teaching mode of
teachers, the academic atmosphere of the school, equipment
resource sharing, and the faculty. At the family layer, the
education level of parents, family economic level, and family
environment relationship (see Table 1).

+e factors in the criterion layer have an effect on the
factors of the upper layer, and all the factors in the sub-
criterion layer have an effect on the target layer, but for the
upper layer, only the factors belonging to the upper layer
have an effect, but each factor in the subcriterion layer is
independent of each other and does not affect each other.

3.2. Consistency Test and Hierarchical Single Ordering of
Judgment Matrix. +rough the analysis of English major
student performance influence factors, namely, the five

criteria layer individual, class, school, family, and society,
and the corresponding criterion layer of the factor
analysis, respectively, established principles of the target
layer, layer of criterion of the judgment matrix, by using
mathematical software Matlab to calculate the maximum
eigenvalue and eigenvector of a judgment matrix. +e
feature vectors are normalized, and finally, the consis-
tency test is done.

(1) Judgment matrix A-Bx:
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. (1)

+e maximum eigenvalue of the matrix λ Max� 5.1984,
and its corresponding eigenvector is M1 � (0.8388, 0.2332,
0.0856)T.

+e corresponding weight can be obtained by the nor-
malization of M1:

MA � (0.4769, 0.1326, 0.0487)T.
Consistency test: the indicators of consistency test are as

follows:

CX1 �
λmax − t

t − 1
�
0.1984

4
� 0.0496, t � 5. (2)

+e average consistency index is

RX1 � 1.12,

CR1 �
CX1

RX1
�
0.0496
1.12

� 0.0443< 0.1.

(3)

Table 1: Hierarchy table of factors influencing English major
students’ scores.

Target layer A Criterion layer
Bx

Subcriteria layer Cy

An influencing
factor of English
majors’
achievement

B1 individual
factors

C1 gender
C2 class acceptance
C3 take notes or not
C4 own health status
C5 course interest

C6 length of study after class

B2 school factors

C7 academic atmosphere of
the school

C8 teaching mode of
teachers
C9 faculty

C10 equipment resource
sharing

B3 family factors

C11 education level of
parents

C12 family environment
relationship

C13 family economic level
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If the consistency ratio CR1< 0.1, the matrix A-Bx passes
the consistency test. It shows that the matrix A-Bx is rea-
sonably constructed without secondary construction.

According to the normalized weight MA, it can be seen
that the eigenvalue 0.0487 is the smallest; that is, family
factors have the least influence on the scores of English
majors. +e characteristic value of 0.4769 is the largest; that
is, personal factors have the greatest influence on the scores
of English majors.

(2) Judgment matrix B1-Cy:
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(4)

It can be concluded from the above matrix that when λ
Max� 7.6323, M2 � (0.0692, 0.1356, 0.2595, 0.3829, 0.5017,
0.5683)T.

After normalization, the resulting vector is as follows:
MB1

� (0.0294, 0.0576, 0.1103, 0.1627, 0.2132, 0.2416)T;
then, the consistency test index is obtained.

CX2 �
λmax − t

t − 1
�
0.6323

6
� 0.1054, t � 7,

RX2 � 1.36,

CR2 �
CX2

RX2
�
0.1054
1.36

� 0.0775< 0.1.

(5)

If the consistency ratio CR2< 0.1, the matrix B1-Cy passes
the consistency test, indicating that the matrix B1-Cy is
reasonably constructed and no secondary construction is
required.

According to the normalized weight MB1, it can be seen
that the eigenvalue 0.0294 is the smallest; that is, gender
factors have the least influence on the scores of English
majors. +e characteristic value of 0.2416 is the largest; that
is, the length of study after class has the greatest impact on
the scores of English majors. +e second factor is course
interest with a weight of 0.2132, and their health status also
plays an important role in English major students’
performance.

(3) Judgment matrix B2-Cy:
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. (6)

It can be concluded from the above matrix that when λ
Max� 7.1067, M3 � (−0.8703, −0.2807, −0.1357, −0.1159)T.

After normalization, the resulting vector is
MB2 � (0.4387, 0.1415, 0.0684, 0.0584)T.

+en, the consistency test index is obtained as follows:

CX3 �
λmax − t

t − 1
�
0.1067

6
� 0.0178, t � 7,

RX3 � 1.36,

CR3 �
CX3

RX3
�
0.0178
1.36

� 0.0131< 0.1.

(7)

If the consistency ratio CR3< 0.1, the matrix B2-Cy passes
the consistency test. It shows that the structure of matrix B2-
Cy is reasonable and no secondary structure is needed.

According to the aforementioned normalized weight
MB2, it can be known that 0.0584< 0.0684< 0.1415< 0.4387.

+erefore, it can be seen that the academic atmosphere of
the school has the greatest weight, followed by the teaching
mode of the teacher, followed by the faculty, and the
equipment and resources of the school have the lowest
impact on the scores of English majors.

(4) Judgment matrix B3-Cy:

B3 − Cy �

1 2 3

1
3

1 2

1
2

2 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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. (8)

From the above matrix, it can be concluded that when λ
Max� 3.0889, M4 � (0.8500, 0.4287, 0.3061)T.

After normalization, the resulting vector is
MB3 � (0.5363, 0.2705, 0.1931)T. +en, the consistency test
index is obtained as follows:

CX4 �
λmax − t

t − 1
�
0.0889

2
� 0.0445, t � 3. (9)

+e average consistency index is

RX4 � 0.58,

CR4 �
CI4
RI4

�
0.0445
0.58

� 0.0767< 0.1
(10)

4 Mobile Information Systems



If the consistency ratio CR4< 0.1, the matrix B3-CY
passes the consistency test. It shows that the structure of
matrix B3-CY is reasonable and no secondary structure is
needed.

According to the normalized weight MB3 above, the
eigenvalue is 0.1931< 0.2705< 0.5363.

It can be seen that at the family layer, parents’ edu-
cational level has the highest impact on the scores of
English major schools, followed by family environment
relationship, while family economic level has a low impact
on the scores of English major academic schools. +ere-
fore, parents’ educational level is also particularly im-
portant, which has a greater impact on students’ academic
performance.

Because the weight ranking of a single layer is relatively
simple, it is not possible to comprehensively analyze the
influencing factors of college students’ higher mathematics
academic performance. +erefore, it is necessary to intui-
tively understand the influence of various factors on English
major students’ performance through hierarchical overall
ranking.

3.3. Hierarchical Total Ranking and Its Consistency Test.
+e pair comparison matrix is constructed, and the maxi-
mum eigenvalue and corresponding eigenvector of the
matrix are obtained by Matlab. +e eigenvector is nor-
malized, and then the weightM is obtained.MA is the weight
of the criteria layer to the target layer, that is, the influence
factors of English major students’ scores.MB is the weight of
the subcriteria layer to its corresponding criteria layer.MC is
the weight of all subcriteria layers to the target layer. +e
synthetic weight of all factors at all levels to the scores of
English majors was calculated, and the total ranking of all
levels was carried out. +e CR value of each matrix is less
than 0.1, and the consistency test is passed. Table 2 shows the
results of composite weight after the hierarchical total
ordering.

It is found that the weight value of the length of study
after the class is the highest. +e weight value of the aca-
demic atmosphere of the school in the school layer is the
highest. +e weight value of parents’ education level is the
highest at the family layer.

3.4. BP Neural Network Algorithm. Due to the uncertainty
of subjective factors, this paper only considers the influence
of objective factors when building the prediction model. To
effectively predict the real school English professional level
of academic performance, according to the theory of the BP
neural network model, select five parameters to build a
neural network algorithm model, namely: spare time
learning time p, curriculum interest, school academic at-
mosphere q, a teacher teaching model w, and parents
education level x, as shown in Figure 1. In Figure 1, there
are 5 input nodes in the model input layer, which are the 5
parameters selected above to participate in model
prediction.

3.5. Data Cluster Analysis. According to the original data
samples, the data of each dimension has its own change
interval and unit; that is, the data of each dimension are
data of different attributes. +erefore, in order to improve
data quality and accuracy, it is very important to define data
in the same interval and minimize the impact of data
repetition and redundancy on model calculation while
maintaining the original data relationship unchanged
during model training. +e methods of data clustering are
divided into hard clustering and flexible partitioning. In
this section, the k-means clustering algorithm in the hard
clustering method is selected to preprocess experimental
sample data. +e original data set I with t objects was
divided into K clusters to minimize the distance between
each data point and the cluster center. In other words, the
cluster analysis was completed and the overall redundancy

Table 2: Composite weight table of influencing factors of English major scores.

Target layer A Criterion layer Bx
Weight
MA

Subcriteria layer Cy
Weight
MB

Weight
MC

An influencing factor of English majors’
achievement

B1 individual
factors 0.4769

C1 gender 0.0294 0.0241
C2 class acceptance 0.0576 0.0476
C3 take notes or not 0.1103 0.1105
C4 own health status 0.1627 0.1065
C5 course interest 0.2132 0.1144

C6 length of study after class 0.2416 0.2012

B2 school factors 0.1326

C7 academic atmosphere of the
school 0.1549 0.0271

C8 teaching mode of teachers 0.1415 0.0162
C9 faculty 0.0684 0.012

C10 equipment resource sharing 0.0584 0.0471

B3 family factors 0.0487

C11 education level of parents 0.5363 0.0143
C12 family environment

relationship 0.2705 0.013

C13 family economic level 0.1931 0.0121
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was reduced.  e steps of this method to analyze indoor
environmental data are as follows:

Step 1: initialize the K cluster center:

w(1)1 , w(1)2 , . . . , wk. (11)

Step 2: allocate t data to the cluster set with the least
square Euclidean distance from the cluster center, that
is, complete the nearest neighbor cluster center.  e
classi�cation principles are as follows:

S(n)x � iu: iu − w
(n)
x

�����
�����
2
≤ iu − w

(n)
y

�����
�����
2
∀y,

1≤y≤ z.





 (12)

Step 3: calculate the new sample center of the cluster set
assigned to the node, as shown below.

w

x

p

a

q

1

2

11

Model

...

Input 1
Teacher 
teaching 

mode

Input 2
Education 

level of 
parents

Input 3
Length of 
study a�er 

class

Input 4
Course 
interest

Input 5
School 

academic 
atmosphere

Input layer Hidden layer Output layer

Figure 1: Schematic diagram of the BP neural network model.

Figure 2: Schematic diagram of K-means clustering algorithm.

ElbowY

K

Figure 3: Schematic diagram of Elbow algorithm.
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w(n+1)y �
1
S(n)x

∣∣∣∣∣
∣∣∣∣∣
∑ iy ∈ S

(n)
x iy. (13)

Step 4: run steps 2 and 3 iteratively alternately until the
clustering center does not change or reaches a certain
number of iterations, as shown in Figure 2.

In the face of a large number of experimental data, it is
di¡cult to determine the number of clustering K. In this
paper, the Elbowmethod in theK value evaluation algorithm
is used to determine it.

In the K-means clustering algorithm, the optimization
objective is as follows:

Y c(1), c(2), . . . , c(w), μ1, μ2, · · · , μk( ) �
1
w
∑
w

1
i(x) − μc(w)
�����

�����( ). (14)

where c(x) is the corresponding subscript of the cluster
center closest to i(x). μk is the clustering center.  e opti-
mization objective Y is the sum of the distance from each
sample to the cluster center and also represents the clus-
tering error.  e smaller the Y value is, the smaller the
clustering error is, and the better the clustering e�ect is.

When the K value is di�erent, the Y value is also dif-
ferent. According to the idea of the elbow algorithm, the
classi�cation e�ect is the best when the value of K is the
in¢ection point of the optimization objective function curve,
see Figure 3.

In summary, the k-means algorithm was used to cluster
the initial samples, the Y-cost function was used to evaluate
the clustering e�ect, and the optimalK value was determined
by the Elbow algorithm.  e results show that there is an
in¢ection point when K� 5,928; that is, there are 5,928
clustering centers.

3.6. Data Standardization Processing. After clustering, each
variable is more dependent on its own speci�c unit property
and change interval. In order to avoid this situation, after
data clustering, this section conducts standardized data
processing. at is, the clustering data is processed again, the
weight of the same attribute is assigned, and mapped to the
same change interval (0, 1). In this way, the data set quality
can be improved again, which is more conducive to mod-
eling, training, and analysis of data in the later period.

Data preprocessing
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Determine fitness value
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Selection, crossover and
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Calculate the fitness value
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Whether constraints are
met
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Figure 4: Flow chart of genetic algorithm optimizing BP neural network.
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3.7. BP Neural Network Model Training and Prediction
Analysis. In order to solve the problems caused by the
defects of the BP neural network mentioned above, this
paper considers a genetic algorithm to directly use the
�tness function as search information. e search process is
not constrained by the continuity of a function and has
good global search ability, which can overcome the
problem that the BP neural network easily falls into the
local minimum and �nd the optimal value of the BP neural
network quickly and accurately.  erefore, the genetic
algorithm is adopted to optimize the BP neural network
�rst and strive to improve the accuracy of the prediction
model, so as to realize an accurate grasp of the scores of
English majors.  e optimization process is shown in
Figure 4.

Taking the initial threshold and weight of the BP neural
network as the initial population, the MATLAB GA toolbox
is used to optimize it. Parameter settings of the genetic
algorithm optimization model are shown in Table 3.

4. Result Analysis and Discussion

Some factors in the above analytic hierarchy process
modeling are obtained by calculating the synthetic weight
of all factors at all levels to the scores of English majors in a
certain university and making a total ranking of all levels.
 e empirical analysis data came from the results of four
mock exams scores and the �nal exam score of English
majors in this university, with a sample size of 669 and a
data dimension of 669 × 5.  e source of students in the
school is medium level in the province, and the college
entrance examination scores have been relatively stable for
many years.  e data are real and reliable and have strong
representativeness. Table 4 provides an overview of the raw
data. It can be clearly seen from Table 4 that the mean value
of X1 is 273, and the mean value of the other three mock
exams and the �nal exam is about 350.  e median of the
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Figure 6: Comparison of prediction errors of various models.

Table 3: Parameter table of genetic algorithm improving BP neural network model.

Parameter category Parameter value preset
1 Individual length of genetic algorithm Lenchrom� 10
2 Number of genetic evolution Maxgen� 90
3 Population size Sizepop� 15
4 Crossover rate Pcross� 0.5
5 Variation rate pmutation� 0.1
6 Maximum number of iterations of neural network net.trainParam.epochs� 90
7 Training and learning rate of neural network net.trainParam.lr� 0.2
8 Allowable error range of neural network net.trainParam.goal� 0.0005

Table 4: Raw data overview.

Basic data information Mock exam 1 scores Mock exam 2 scores Mock exam 3 scores Mock exam 4 scores Final scores
 e minimum 59 215 159.8 87.5 106
 e quantile 328 306 307.5 321 313
 e median 373 345.5 342.5 366.5 351.5
 e mean 273 348.5 348.4 368 353.4
On the quantile 416.5 384 348.5 412 393
 e maximum 550 528.5 535.5 575 522.5

8 Mobile Information Systems



�ve variables is around 360, their maximum value is
around 540, and their variance is stable around 75. Fur-
thermore, it was observed from the boxplot (see Figure 5)
that the range of predicted variables and the �nal exam
score data were basically the same, as well as the variance,
so there was no need to standardize the variables during
modeling.

Figure 6 shows the prediction results of 10 sample scores
randomly selected from English majors in a university in
[18], [19], [20], and the proposed model.

 e smaller the average relative error is, the higher the
accuracy of the model is and the better the prediction
performance is. As can be seen from Table 5, among the four
prediction models, the average relative error of the model in
this paper is the smallest, which is 6.51%. is shows that the
prediction results of the model are more consistent with the
real value.  us, the model in this paper can eliminate re-
dundancy between data.  e main reason is that genetic
algorithm automatic parameter optimization can make
support vector machines have better performance, so the
prediction result is better.

 is section also explores the in¢uence of iteration times
on the prediction accuracy of the model. As shown in
Figure 7, the training accuracy of the algorithm in this paper
tends to be stable after about 10 cycles of iteration, and the
model begins to converge.

5. Conclusion

Student achievement prediction is a research hotspot in
the �eld of educational data mining in recent years and is
also one of the important objectives of learning analytics.
In view of the problem that the in¢uence degree of dif-
ferent factors on the same student’s score is not considered
in the current relevant research, and the in¢uence degree
of di�erent students by the same factor is also di�erent,
this paper proposes a student’s score prediction model
based on AHP and genetic algorithm. Firstly, a ques-
tionnaire survey was conducted on the factors in¢uencing
English major students’ scores. According to the rela-
tionship between di�erent levels, an analytic hierarchy
process model was established, and then the k-means
clustering algorithm was used to process the experimental
data. Finally, BP neural network algorithm improved by
the genetic algorithm is used to predict students’ grades,
and more accurate and reliable prediction data are ob-
tained.  e prediction results of English majors in a
university proved to be e�ective. Experimental results
show that compared with traditional data mining methods,
the proposed method has better prediction accuracy.  e
prediction accuracy of the model needs to be further
improved. Because there are many subjective and objective
factors a�ecting students’ scores, it is necessary to carefully
screen and extract levels, so as to predict students’ scores
more accurately.
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Table 5: Comparison results of average relative errors of various models.

Prediction model Test sample 1 (%) Test sample 1 (%) Test sample 1 (%) Average relative error (%)
Literature [18] 15.63 16.81 5.56 12.67
Literature [19] 2.90 7.50 18.37 9.59
Literature [20] 17.44 0.11 14.01 10.28
Proposed 4.21 7.93 7.40 6.51
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