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It is an e�ective means to use a computer auxiliary system to assist athletes in training. In this paper, we design a technical activity
recognition system for basketball players.�e system uses the sensing module bound to the basketball player to collect the activity
data and uses the proposed Multilayer Parallel Long Short Term Memory (MP-LSTM) algorithm to recognize the activity.
Moreover, in order to extend the working time of the system and reduce the energy consumption of the sensing module, we also
utilize the classical reinforcement learning algorithmDQN to adaptively control the sampling frequency of the sensing module for
making a trade-o� between recognition accuracy and energy consumption. Experiment results show that the recognition accuracy
of the proposed MP-LSTM algorithm reaches 94%, while the recognition accuracy of the system remains at about 90% after
applying the DQN algorithm, and the energy consumption is reduced by 76%.

1. Introduction

�e basketball sport was invented in 1891 by an American
physical education teacher named James Naismith. As a fun
and easy event, this game is popular with the public, and it
gradually spreads over the world [1]. Nowadays, basketball
has become a world sport with detailed and rigorous rules,
and it has higher requirements on the height, physical
strength, and skill of the athletes. �e National Basketball
Association (NBA), which is the most professional league,
has top-notch players in all aspects. �e famous center,
Shaquille O ′’Ne al, who is 214 cm tall, has a speed of 10.7
seconds for 100 meters and 47 seconds for 400 meters.
Michael Jordan can reach 1.2m in spot bounce as an out-
standing basketball star. For the players, correct training
methods are crucial to the improvement of performance on
the court.�e teaching ability and personal experience of the
coach are very important to the athletes’ training. However,
with the continuous development of information technol-
ogy, using computers and other intelligent devices to collect
and analyze data can e�ectively assist athletes in the training
[2].

�e computer-aided training means are widely utilized
in basketball sports. For example, Mieraisan [3] provides

prototype implementations of computer vision algorithms
in the sports industry, the main objective of his issue is to
develop initial algorithms to solve play-¤eld detection and
player tracking in basketball game videos. Shah and
Romijnders [4] use the deep learning algorithm to analyze
the sports data of players, then predict whether a three-point
shot is successful. Kizielewicz and Dobryakova [5] construct
a kind of multicriteria decision-making method with an
expert evaluation mechanism to analyze the players’ data in
order to accurately rank NBA players.

Inspired by related works, in this paper, we design a
sports data acquisition and analysis system based on mul-
tisensors for basketball players. In the system, we use several
homogeneous sensing modules to collect the technical
motion data from basketball players and transmit the data to
the server for analysis and processing. Meanwhile, consid-
ering that the battery power of the sensing module is limited
and needs to be optimized for energy saving, we design an
adaptive sampling frequency control algorithm based on
reinforcement learning (RL). RL is one of the main methods
in the ¤eld of machine learning and intelligent control in
recent years. Its idea is to construct a strategy that enables the
agent to choose behavior based on the environment in order
to achieve the maximum cumulative reward. With the RL
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means, the agent can choose the most appropriate behavior
in different states. (erefore, RL is actually the learning of
the mapping strategy, which is defined as “Policy,” from
environment state to agent behavior. (e Deep Q-Network
(DQN), a classic RL algorithm, involved in this paper was
proposed by the Google DeepMind team in a paper pub-
lished in Nature in 2015 [6]. (e algorithm combines re-
inforcement learning and deep learning (DL), which makes
it a major breakthrough in the field of artificial intelligence.

In this paper, we realize a system for data collection and
analysis of basketball players based on multisensor archi-
tecture. In order to reduce the energy consumption of the
sensing module, the system applies the DQN algorithm to
adaptively control the sampling frequency of the nodes, so as
to prolong the service cycle of the system. (e rest of the
paper is organized as follows: In Section 2, we introduce
more related works on our issue, including information
about the sensor-based recognition system and the DQN
algorithm. Section 3 depicts the main structure of our
system. Experiments are conducted in Section 4. Section 5
gives the conclusion of our work.

2. Related Works

2.1. Sensor-Based Activity Recognition for Basketball Players.
With the maturity of computer technology, computer-based
auxiliary training methods have become effective ways in
professional sports training. (e NBA is a highly profes-
sional basketball league, and some commercial organiza-
tions, e.g., Stats and Second Spectrum, record players’ on-
court performance with a multicamera system and provide
professional data analysis services to the league teams. In
order to personalize the training of players’ technical
movements and for the sake of flexibility, more studies
choose to use an inertial sensing module to record and
analyze activity data. Sangüesa et al. [7] establish a technical
action data set using positioning sensors. (e machine
learning algorithm is used to recognize 5 classic basketball
skill activities, including floppy offset, pick and roll, press
break, post-up situation, and fast breaks, with an accuracy
rate of 97.9%. Staunton et al. [8] use Magnetic, Angular Rate,
and Gravity (MARG) sensors to measure the Counter-
Movement Jump (CMJ) performance metric of elite bas-
ketball players. (e experiment results show that there is a
strong correlation between this index and players’ com-
petitive level. Mangiarotti et al. [9] design a wearable activity
recognition system based on TinyDuino with an acceler-
ometer and gyroscope, which is specially developed for
coaches to track the activities of two or more players at the
same time. Hasegawa et al. [10] study the wheelchair bas-
ketball game by adding inertia sensors to the athletes’
wheelchairs to record the movement parameters so as to
improve the athletes’ skills in this game. Liu et al. [11] adopt
a shapelet-based framework to recognize human activities
and take daily life activities and basketball games to test the
whole model. To summarize, given that sensing modules
have a powerful function and wide popularity, it is an
important means of using sensing devices to study basketball
sports.

2.2. Energy-Saving Strategy. In many applications involving
human activity recognition, it is usually a long-term
monitoring job for the purpose of mining the subjects’
activity patterns. However, the commonly used sensing
modules are usually in small size and limited in power.
(erefore, amount of studies try to minimize the energy
consumption of the whole system and extend the work time
of the system while keeping an acceptable recognition ac-
curacy. (ere are lots of works on energy-saving strategies.
For example, Phan [12] design a special algorithm for the use
of GPS and turned on the GPS sensing module only when
the geographical position of the user changed. (e energy
consumption of the entire activity recognition can be ef-
fectively reduced by utilizing the algorithm. Ling et al. [13]
define the concept of “compression,” the essence of which is
to control the sampling frequency of the data acquisition
module. Meanwhile, the paper also finds the optimal
combination of sampling frequency and recognition accu-
racy through an exhaustive method. Wei et al. [14] reduce
the sampling frequency of the sensing module to 2Hz for
energy saving. Meanwhile, the hybrid model structure of the
decision tree + support vector machine is used to ensure the
recognition accuracy. Gordon et al. [15] set the corre-
sponding sensor configuration for different activities and
predict the activity of the next window by referring to the
history record. Due to the optimal sensor configuration, the
recognition accuracy is improved and the power con-
sumption is reduced. Morillo et al. [16] take advantage of
different data sampling frequencies that vary from 32Hz to
50Hz to collect data and recognize daily activities (including
walking, jumping, and cycling). According to the conclusion
of these research studies, energy consumption is positively
correlated with identification accuracy. However, all rec-
ognition systems are designed to achieve the highest ac-
curacy with the least energy consumption, so making a
balance between the two indicators is the core issue dis-
cussed in our work.

2.3. Reinforcement Learning. (e concept of RL comes from
the field of psychology, which is a branch of machine
learning methods. RL algorithm can learn from interaction,
which is similar to the evolution of the human learning
process. (e learning subject, named “Agent,” learns
knowledge according to the rewards or punishments ob-
tained in the process for the purpose of adapting to the
environment. (e DQN is the combination of Q learning
algorithm and deep learning. It takes advantage of the
perception ability of deep learning to transform the state into
a high-dimensional space and then utilizes the decision-
making ability of Q learning method to map the high-di-
mensional state to a low-dimensional action space, thus
solving the problem of dimension explosion. DQN is applied
in areas such as game AI and resource optimization. (éate
and Ernst [17] study trading algorithms in the stock market.
(ey use DQN to determine the best trading timing and
propose a more effective evaluation index for stock trading.
(e proposed approach can significantly improve both the
safety and efficiency of online policy optimization based on
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the simulation experiment results. Xu et al. [18] proposed a
multiexit evacuation simulation based on Deep Reinforce-
ment Learning (DRL) in the simulations on multiexit in-
door, which is named as MultiExit-DRL. (e proposed
method presents great learning efficiency while reducing the
total number of evacuation frames in all designed experi-
ments. Sun et al. [19] utilize the DRL method to design a
game system based on turn-based confrontation. In the
model, they use a Q-learning algorithm to achieve intelligent
decision-making. (e experiments demonstrate the cor-
rectness of the proposed algorithm, and its performance
surpasses the conventional DQN algorithm. Leng et al. [20]
propose a Color-Histogram (CH) model, which combines
the Markov decision process with a DQN algorithm, to solve
the problem of color reordering in automotive spray
painting workshops.

3. Methodology

3.1. Overall Structure. In this paper, we implement a bas-
ketball player skill activity recognition system based on a
multisensor architecture. (e overall structure is shown in
Figure 1.

As shown in Figure 1, the main workflow of the rec-
ognition system is as follows:

(i) Data collection: the system collects motion data via
sensing modules bound on the basketball player,
including acceleration and angular velocity

(ii) Activity recognition: the preprocessed and seg-
mented activity data are identified by the classifier

(iii) Recognition results: the recognition results are
presented to the user and also passed to the sam-
pling frequency controller as input parameters

(iv) Frequency control: the sampling frequency con-
troller adaptively changes the frequency according
to the recognition results to balance the power
consumption and recognition accuracy

(e main work of this paper lies in “Classifier” and
“Sampling Frequency Controller,” and details of both are
given in the following parts.

3.2. Multilayer Parallel LSTM-Based Recognition Algorithm

3.2.1.*e Structure of LSTM. (e Long Short TermMemory
(LSTM) is an upgrade structure of a classical deep learning
model, the Recurrent Neural Network (RNN). RNN is a set
of the model that can process time sequences and extract
time-dependent features. In RNN, neurons in the same layer
are connected with each other, and the latter neuron can use
information from the former one. (erefore, in the process
of network iteration, each neuron contains its own previous
information, and its output is affected by the previous
neurons, that is, the RNN network can remember and
output time-dependent information of samples. However,
due to gradient explosion or gradient disappearance occurs
when processing long time series, in the traditional RNN
network, the historical information that can be preserved by

the hidden state is limited. (e LSTM proposed by
Hochreiter and Schmidhuber [21] for the first time in 1997
has become a classic solution to the two issues. (e internal
structure of the LSTM unit is shown in Figure 2.

LSTM is composed of 1 self-connected memory storage
unit Ct and 3 gates that control memory information to be
saved or forgotten. (e Forget Gate determines what kind of
information is allowed to pass through or kept. (is structure
ensures that errors will propagate in the network as a constant
and prevents gradient explosion or gradient disappearance. It
takes the current input Xt and the previous output state ht − 1
of the hidden layer as input and calculates according to

ft � σ WfXt + Ufht−1 + bf􏼐 􏼑, (1)

where Wf is the weight matrix that maps the hidden layer
input to the forget gate, Uf is the weight matrix that con-
nects the output state of the previous moment to the forget
gate, bf is the bias vector, and σ is the activation function,
which generally uses the sigmoid function.

(e Input Gate determines whether the new information
can be retained and updated to Ct for storage. (e new
information is controlled by Xt and ht−1. A new state output
st is obtained through the tanh function, then the input gate
assigns a weight between 0 and 1 to each component of st to
control howmuch new information is added to the network.
(e formulas are shown as follows:

it � σ WiXt + Uiht−1 + bi( 􏼁,

st � tanh WsXt + Usht−1 + bs( 􏼁.
(2)

(e output of the two gates is jointly calculated and
updated to Ct after the information passes through the forget
gate and the input gate:

Ct � ft ∗Ct−1 + it ∗ st. (3)

(e Output Gate determines what information is output
to the next unit. It uses Xt and ht − 1 to calculate ot, which is
the state of the output information, and uses the tanh
function to adjust the value of Ct to range [−1, 1].

ot � σ WoXt + Uoht−1 + bo( 􏼁,

ht � ot ∗ tanh Ct( 􏼁.
(4)

3.2.2. Multilayer Parallel LSTM. In this part, we introduce
themultilayer parallel LSTM proposed in this paper, namely,
MP-LSTM. Define an activity sequence S � [S1, S2, . . . , Sn],
Si ∈ S. (e details in Si are shown as follows:

DQN
Sampling Frequency 

Controller

MP-LSTM

Recognizer

Accelerometer/
Gyroscope

Recognition
Result

Figure 1: Overall structure of the system.
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Si � 1≤ t≤m| ACC Xt, ACC Yt, ACC Zt, GYO Xt,􏼂􏼈

GYO Yt, GYO Zt]},
(5)

where ACC Xt represents the X-axis acceleration data of the
tth sampling point in Si and GYO Xt represents the angular
velocity data. After the input sequence format is defined, the
entire network structure is shown in Figure 3. Each input
subsequence corresponds to an LSTM unit in the Parallel
Layer, and each LSTM unit iterates the sample data in time
order, so that the time-dependent information of each
sample subfragment can be retained. Meanwhile, each
LSTM unit has the same hyperparameters, such as a number
of neurons and matrix shape, which ensures that each
subfragment is processed in an equal manner.

In the Fuse Layer, there is only one LSTM unit that
carries out the iterative calculation on the output matrix of
the Parallel Layer and fuses the features of each sub-segment
into a complete feature vector h. (e elements in h are
expanded and put into the Dense Layer for dimension re-
duction, so as to obtain the feature vectors of higher levels
with lower dimensions of the sample. Finally, the softmax
function is used to map the feature vector to the final
probability results. (e softmax function is as follows:

Softmax zi( 􏼁 �
e

zi

􏽐
C
c e

zc
. (6)

3.3. DQN-Based Adaptive Sampling Frequency Control
Algorithm. When using wearable devices for activity rec-
ognition, changes of sampling rate affect the recognition
accuracy and energy consumption, and the optimal sam-
pling frequency is also different for activities. (e algorithm
proposed in this part carries out adaptive sampling fre-
quency control on the sensing modules. It adjusts the
sampling frequency according to the current activity, bal-
ances the recognition accuracy and energy consumption,
and improves the overall performance of the system.

3.3.1. Problem Mapping. Assume that the sensing module
used can support k sampling rates, denoted as
F � (f1, f2, . . . , fk), f1 <f2 < · · · <fk. (e energy con-
sumption of the module varies at different sampling rates.
Let P � (P1, P2, . . . , Pk) denotes the sampling power set, the
larger the sampling frequency f is, the larger the corre-
sponding power consumption is, which means that
P1 <P2 < · · · <Pk. Suppose that there are m kinds of ac-
tivities in the target activity set, denoted as
Y � (y1, y2, . . . , ym). Define a contiguous sample sequence
with the label as Q, which is shown as follows:

Q � 1≤ i≤ n| Xi, Yi( 􏼁􏼈 􏼉, (7)

where Xi is the activity data of the ith window in the se-
quence and Yi is the corresponding activity label. We hope
to design an activity recognition model to achieve high
recognition accuracy, or a low recognition error rate, and
meanwhile, the model has a sampling frequency selection
strategy to minimize the overall energy consumption. (e
issue is depicted as follows:

min
θ,f1 ,...,fN

􏽘

N

t�1
l 􏽢yt ≠yt􏼈 􏼉 + λ􏽘

N

t�1
Pt, (8)

where 􏽢yt � argmax
y

p(y|xt; θ) is the recognition results,

l 􏽢yt ≠yt􏼈 􏼉represents the possibility that the output result is
inconsistent with the actual label, and λ refers to the weight
of energy consumption. For the convenience of calculation,
l 􏽢yt ≠yt􏼈 􏼉 can be replaced by the cross entropy of predicted
probability distribution and behavior label, which is

Xt

ht

tanh

tanh

st otitft

htht-1

Ct-1 Ct

Input Gate

Forget Gate

Output Gate

×

×
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Figure 2: Structure of LSTM unit.
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Figure 3: Structure of MP-LSTM.
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l 􏽢yt ≠yt􏼈 􏼉 � −log pb yt|xt; θ( 􏼁, (9)

where pb(Y|X) is the probability that sample X belongs to
category Y. (erefore, formula (8) can be changed as

min
θ,f1 ,...,fN

􏽘

N

t�1
−log p yt|xt; θ( 􏼁 + λ􏽘

N

t�1
Pt. (10)

3.3.2. Algorithm Description. In the traditional Q learning
algorithm, the state space and the action space are usually
discrete and finite, and the value function Q(s, a) can be
stored in tables. But in our work, the state space S is con-
tinuous and infinite, which means that the Q(s, a) cannot be
stored in tables. (erefore, DQN is used to train the model.
(e algorithm is shown in Figure 4.

(e frequency controller adjusts the sampling rate
according to the activity record. (is process can be ab-
stracted into aMarkov decision process, so the sampling rate
selector can be realized by RL. Here, we give the elements of
the RL-based sampling frequency controller, including state
space, action space, reward function, and action strategy:

(i) State space
(e output activity probability distribution vector
from the classifier is taken as the current state, which is

S � pb1, pb2, . . . , pbi, . . . , pbm( 􏼁|pbi ∈ [0, 1]􏼈 􏼉, (11)

where m is the number of activity types and pbi is
the probability that the sample label is i.

(ii) Action space
According to the previous assumption, different
kinds of activities correspond to different sampling
frequencies.(e action spaceA is defined as follows:

A � a1, a2, a3, . . . , ai, . . . , ak( 􏼁, (12)

where ai means that the sampling frequency fi is
chose when collecting data with activity label i.

(iii) Reward function
Rewrite formula (10):

min
θ,f1 ,...,fN

􏽘

N

t�1
−log p yt|xt; θ( 􏼁 + λ􏽘

N

t�1
Pt

� min
θ,f1 ,...,fN

􏽘

N

t�1
−log p yt|xt; θ( 􏼁 + λPt

� − max
θ,f1 ,...,fN

􏽘

N

t�1
log p yt|xt; θ( 􏼁 − λPt.

(13)

(en, the reward function is set as

Rt(s) � logpb yt|xt; θ( 􏼁 − λPt. (14)

Given that it is difficult to directly obtain the energy
consumption value at different sampling rates in the
experimental environment, we take a method of

approximation instead. Assume that the energy
consumption of a sensing device for single data
sampling is fixed and denoted as P0, then the power
consumption of the sampling rate ft is Pt � ft ∗P0.
So the reward function is

Rt(s) � logpb yt|xt; θ( 􏼁 − λftP0. (15)

(iv) Action strategy
(e ε-greedy is widely used in RL as an action strategy.
It is an extension of the traditional greed mechanism.
(e agent chooses the action in the space A by

a � argmax
a∈A

Q(s, a). (16)

(e agent can select the actions randomly and freely
under the ε-greedy mechanism. (e specific strategies are as
follows:

(1) Generating a random number in the [0, 1], i.e.,
num � Random(0, 1)

(2) If num< ε, then select the action according to the
greedy mechanism, i.e., a � argmax

a∈A
Q(s, a)

(3) Else randomly select an action in A, i.e.,
a � Random(A)

ε is the greed degree and in the range of (0, 1). (e agent
may choose the randomaction easily if the ε is a small value, and
the convergence speed gets slow correspondingly. (erefore,
the choice of ε should be based on careful consideration.

We use pseudo code to demonstrate the DQN in Al-
gorithm 1.

4. Experiment and Results

4.1. Dataset

4.1.1. Data Collection. We introduce the dataset used in the
following experiments. We have 20 volunteers in the data
collection, 10 of whom are basketball players and others are
college students. (eir physical information is given in
Table 1. (e whole activity dataset consists of 6 activities,
including standing, standing dribble, penalty shot, jump
shot, running, and running dribble. In order to unify these
movements, we give a rigorous definition of these activities.
For example, we define “standing dribble” as “Subjects should
stand with their feet naturally apart, and try not to move,
while keeping control of the basketball with one hand.” (ese
definitions can reduce the data diversity of the same activity.

Each subject is bound with 5 sensing modules, which are
in the left thigh, right thigh, left leg, right leg, and torso in the
data collecting process. (e original sampling frequency is
set to 50Hz. According to experience from related work
[22], we set the size of the sliding window as 3s, i.e., 150 data
sampling points. Each subject performs each activity for 5
times, 3min for each time.

4.1.2. Data Downsampling. In our work, we need to discuss
the influence of different sampling frequencies on the rec-
ognition accuracy and energy consumption. (e original
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frequency is fixed (50Hz), so it is necessary to conduct the
downsampling to obtain data with different sampling fre-
quencies. We downsample all the active data for 5 times to
compose new datasets as given in Table 2.

4.2. PerformanceofMP-LSTMRecognitionAlgorithm. In this
part, we test the recognition ability of the proposed MP-
LSTM algorithm through experiments. We use the original
data set described above for the recognition experiment
with10 fold cross-validation. First, model parameters are set
through experiments, including the number of LSTM units
in the parallel layer, the number of hidden neurons in each
LSTM unit, and the number of hidden neurons in the fuse
layer. (e experiment results are shown in Table 3.

(e results above suggest that the increase in the number
of LSTM units in the parallel layer improves the recognition
accuracy. However, the accuracy rate is about 94.5%, which
does not increase with more LSTM units. So we finally set
this parameter as 6. (e number of hidden neurons in each
parallel LSTM affects the number of feature units sent to the
next layer. Generally, a high feature dimension means
powerful representation ability. However, according to the
experiment, the best result is achieved when the number of
hidden neurons is 24, and higher feature dimensions bring

no significant promotion. Based on the same reason, we set
the number of hidden neurons in the fusion layer as 64.

We use the above parameters to build the MP-LSTM
model and compare it with similar algorithms. Table 4 gives
the comparison results.

According to the comparison results, the recognition ac-
curacy of the algorithm proposed in this paper reaches 94.77%,
which is better than other similar algorithms. Benefit from the
parallel structure of the model, the recognition time is effec-
tively reduced and the recognition efficiency is improved.

4.3. Performance of DQN Sampling Frequency Control
Algorithm

4.3.1. Sampling Frequency vs Recognition Accuracy. In order
to simplify the problem, we simplify the relation between
frequency and energy consumption in the former parts. We

Environment Main Q Net Target Q Net

DQN Loss Function (MSE)

Experience replay 
memory D

s

argmaxQ (s, a|θ)

(s, a)

(s, a, r, s’)

s’

r

Error function 
gradient Q (s, a|θ)

Copy parameter
Every N timestep

max Q (s´, a´|θ´)
a´

Figure 4: (e DQN algorithm.

Init: D.size:�N, Main_Qnet.parameter:� θ, Target_Qnet.parameter:� θ′
For each episode:

Init first sample xt � x0, Init first state st � s0
For each period:
Choose the proper at according to the strategy ε, at: � argmax

a

Q(st, a|θ)

Execute at, update reward rt, and next sample xt+1
Update state st+1
Put experience sample (st, at, rt, st+1) to D
Random select experience sample (sj, aj, rj, sj+1)

If end_of_episode: yj � rj

Else: yj � rj + cmax
a′

Q(sj+1, a′|θ′)
Update θ using loss function: (yj − Q(sj, aj|θ))2

Every C timestep: θ′ � θ
Until period end

End episode end

ALGORITHM 1: (e DQN algorithm.

Table 1: Physical information of the volunteers.

Item Value
Height 173.3 (±10.5)cm
Weight 68.2 (±9.7)kg
Age 26.5 (±3.5)
Sex 15 males : 5 females
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assume that the energy consumption is proportional to the
sampling frequency. (erefore, the problem between energy
consumption and recognition accuracy is transformed into
making trade-off between sampling frequency and accuracy.
We explore the influence of different sampling frequencies
on the recognition accuracy in this part. Datasets of different
sampling frequencies are recognized using the 10-fold cross-
validation method, and the average recognition accuracy is
given in Table 5. (e A1–A6 in the table refers to the 6
activities, which are standing, standing dribble, penalty shot,
jump shot, running, and running dribble.

It can be seen from Table 5 that the recognition accuracy
of each activity decreases with the sampling frequency.
However, the model has different performances on recog-
nizing different activities. It achieves better results on
standing, standing dribble, and free throw than on running
and running dribble. It is supposed that the first 3 activities
have smaller movements and concentrate on the upper limbs
compare with the other 3 ones.

4.3.2. λ Determination. In this part, we realize the sampling
frequency controller using the DQN algorithm, and the
main parameter to be determined is λ. During training,
50Hz is selected as the default frequency for the first sample
of each sequence to ensure that enough features can be
extracted. Meanwhile, we set the energy consumption of
single sampling as P0 � 1 to restrict the reward function in
[0, 1].

After choosing training the sampling frequency con-
troller, we evaluate the performance on the test set, focusing
on the overall recognition accuracy and energy savings.
Moreover, we define the Energy Saving Rate (ESR) to

measure the energy saving effect. ESR refers to the per-
centage of energy saved by the currently selected sampling
frequency compared to the original frequency. For example,
the currently selected sampling frequency of 10Hz provides
an 80% ESR compared to the original sampling frequency of
50Hz.

Figure 5 shows the relationship among recognition ac-
curacy, ESR, and weight parameter λ. According to the
figure, with the decrease of the weight parameters λ, the
recognition accuracy continuously increases, while the ESR
gradually reduces. (is is because when λ is large, the model
pays more attention to energy saving and tends to choose a
lower sampling frequency, which also leads to a lower
recognition accuracy. Correspondingly, when λ is small, the
model pays more attention to the recognition accuracy, and
the energy consumption is relatively high. In addition, when
λ> 0.5, the accuracy rate increases obviously, while the
energy saving rate decreases slightly, and vice versa. λ� 0.5 is
an equilibrium state of the model, which makes the accuracy
and ESR balanced.(erefore, λ is set to 0.5 in the subsequent
experiments.

4.3.3. Overall Performance. Table 6 shows the recognition
accuracy and ESR of each activity when λ� 0.5. According to
the statistics, activities such as standing, standing dribble,
and penalty shot have relatively high recognition accuracy
compared with other 3 activities. Moreover, the ESRs of the
first 3 activities overcome the values of A4–A6. We believe
that the intensity of A1–A3 is lower and their data barely
fluctuates, which means that data with a low sampling
frequency is enough for recognizing these activities.

In addition, we compare the performance of the pro-
posed model with other related works in Table 7. According
to the results, the accuracy of the proposed model is lower
than the methods in Reference [28], but with little difference.
However, our model performs much better than the other 2
works in energy saving. To summarize, the proposed model
can effectively reduce the energy consumption of the
equipment, while ensuring a certain recognition accuracy.

Finally, in order to verify the performance of the DQN-
based frequency control algorithm in the real scene, we

Table 2: Information of data downsampling.

Downsampling rate New frequency (Hz) Size of single sample (sample points)
2 25 75
4 12.5 38
5 10 30
8 6.3 19
10 5 15

Table 3: Relation between the MP-LSTM parameter and recognition accuracy.

No. of LSTM units in parallel layer 2 4 6 8 10
Recognition accuracy 93.88 94.19 94.57 94.00 92.67
No. of hidden neurons in parallel LSTMs 8 16 24 32 40
Recognition accuracy 89.14 93.08 94.33 93.91 93.85
No. of hidden neurons in fuse layer 16 32 48 64 80
Recognition accuracy 92.61 92.87 93.26 94.32 94.03

Table 4: Comparison with other algorithms.

Methods Accuracy (%)
Dynamic time warping [23] 87.26
LSTM [24] 90.55
CNN [25] 90.78
PCA+ SVM [26] 92.31
MP-LSTM 94.77
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record the change of the remaining battery of sensoring
module over time in 3 situations. Figure 6 gives the test
results, where we have the following:

(i) Without DQN means to execute the recognition
without DQN

(ii) DQN means to execute the recognition with DQN
(iii) NAN means no recognition

At the beginning of the experiment, the equipment
battery is 100%. It takes 2.75 hours for the battery to decrease
by 10% in “Without DQN,” while the DQN algorithm slows
down the speed of power decline by 39%. Compared with the
“Without DQN” situation, the energy consumption of the
sensing module is significantly reduced by 31%–39% in
“DQN.” At the end of these 2 situations, due to the fast speed
of energy consumption in “Without DQN,” the remaining
power is 50% less than that in “DQN,” indicating that DQN-
based method is energy-efficient in the real scene.

5. Conclusions

In this paper, we implement an activity recognition system
for basketball players using multisensor architecture. (e
MP-LSTM is utilized in the system for activity recognition,
and the overall accuracy reaches 94.77%. Meanwhile, in
order to prolong the working time of the sensingmodule, the
DQN-based sampling frequency strategy is applied to
adaptively control the sampling frequency of the module for
energy saving. (e experiment results show that the pro-
posed method can reduce 76% of the energy consumption
while maintaining the recognition accuracy at about 90%,
which outperforms other related works.

(e accuracy of activities such as jump shot, running,
running dribble is relatively low. It is supposed that a great
range of movements brings more noise to the activity data,
which is a great challenge for the recognition model. In future
work, we focus on this issue to improve the recognition ability
of the model on activities with large movements.
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All data used to support the findings of the study are in-
cluded within this paper.

Conflicts of Interest

(e author declares no conflicts of interest.

References

[1] J. Furey, “Basketball in America: a history,” 2017, https://
www.factmonster.com/sports/basketball/basketball-america-
history.

[2] Y. J. Chang, “(e use of computer-aided teaching software in
the teaching of basketball tactics,” Applied Mechanics and
Materials, vol. 347-350, pp. 2777–2780, 2013.

Table 5: Sampling frequency vs recognition accuracy.

Sampling
frequency

Recognition accuracy (%)
A1 A2 A3 A4 A5 A6 Sum

50 98.92 97.80 95.75 91.41 93.30 89.37 94.43
25 98.51 97.12 95.44 91.01 92.91 88.44 93.91
12.5 98.10 95.31 94.26 89.90 90.08 86.27 92.32
10 96.25 94.87 91.78 88.52 89.29 83.37 90.68
6.3 90.71 87.52 87.22 86.08 86.27 80.56 86.39
5 88.27 83.15 85.74 84.70 83.75 79.46 84.18

Table 6: RA vs ESR.

Item A1 (%) A2 (%) A3 (%) A4 (%) A5 (%) A6 (%) Sum
(%)

RA 96.25 95.84 93.21 89.46 85.69 81.83 90.38
ESR 79.20 80.71 79.94 77.52 72.10 68.81 76.38
RA: recognition accuracy; ESR: energy saving rate.

Table 7: Compare with related works.

Related works Recognition accuracy (%) Energy saving rate (%)
[27] 89 50
[28] 92 28
Our work 90 76

Re
co

gn
iti

on
 A

cc
ur

ac
y 

(%
)

8 5 2 1 0.8 0.5 0.3 0.1 0.08 0.05 0.0210
λ

Recognition Accuracy
Energy Saving Rate

80

82

84

86

88

90

92

0
10
20
30
40
50
60
70
80
90

En
er

gy
 S

av
in

g 
Ra

te
 (%

)

Figure 5: Influence on the recognition accuracy and ESR from
different λ.

Pe
rc

en
ta

ge
 o

f R
em

ai
n 

po
w

er

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

18
:1

3

14
:1

7

17
:0

3

15
:3

9

10
:4

5

13
:1

0

11
:5

7

14
:3

1

11
:0

8

16
:4

0

18
:3

5

12
:1

9
12

:4
2

13
:0

6

17
:2

9

13
:3

1
13

:5
3

18
:3

7

15
:5

5

14
:5

3

17
:5

0

18
:5

5

11
:3

1

16
:1

7

10
:2

1

15
:1

7

9:
34

8:
46

9:
09

8:
00

9:
13

8:
24

9:
56

Time

Without DQN
DQN
NAN

Figure 6: Test results under real scene.

8 Mobile Information Systems

https://www.factmonster.com/sports/basketball/basketball-america-history
https://www.factmonster.com/sports/basketball/basketball-america-history
https://www.factmonster.com/sports/basketball/basketball-america-history


[3] M. Mieraisan, Basketball game analyzing based on computer
vision, Doctorial dissertation, Tampere University, Tampere,
Finland, 2013.

[4] R. Shah and R. Romijnders, “Applying deep learning to
basketball trajectories,” Computer Science: Neural and Evo-
lutionary Computing, vol. v1, 2016.

[5] B. Kizielewicz and L. Dobryakova, “MCDA based approach to
sports players’ evaluation under incomplete knowledge,”
Procedia Computer Science, vol. 176, pp. 3524–3535, 2020.

[6] V. Mnih, K. Kavukcuoglu, D. Silver et al., “Human-level
control through deep reinforcement learning,” Nature,
vol. 518, no. 7540, pp. 529–533, 2015.
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