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The scope of finance is very wide, data also plays a very important role in the financial industry, a small data change, and it may
have a great impact on the economy. Therefore, the author proposes data mining optimization software and its application in
financial audit data analysis. First, discuss the decision tree method, the main function module design of the system software, the
financial analysis software method of weighted multiple random decision trees is described. To conduct verification experiments,
the decision-making effect of constructing 10 random decision trees is the best. So, the author constructed a total of 10 random
decision trees to analyze the data, since the tree is constructed using a random method, in order to verify the stability of decision
tree classification, a total of 5 experiments were carried out, the training data set for each experiment, randomly select 1200 pieces
of data from the original data set as training data, the tree is constructed by randomly selecting 12 attributes from 24 attributes. The
remaining 300 pieces of data are used as verification data. As can be seen from the results, the accuracy of the random decision tree
method is about 10% higher than that of C4.5. In order to improve the accuracy rate of high risk, 300 pieces of high-risk data were
added to the training data set. To change the original random sampling into stratified sampling, according to the high, medium,
and low risk, the original data is stratified; random sampling is used for each layer, thereby ensuring the amount of training data
with high risk. The accuracy of decision tree classification is related to the number of samples of the training data, the larger the
number of samples, the more accurate the classification of the constructed decision tree.

1. Introduction

The 21st century world has many characteristics such as
economic globalization, data informatization, and financial
internationalization, the informatization of financial data
plays an increasingly important role in life, people through
large-scale analysis of informatized financial data, to find
important information [1]. To facilitate the processing of
related financial services, data mining is a technology closely
related to the future development. Through data mining, it
can effectively help people get useful information in advance.
Basic overview of data mining: data mining is the processing
of data in large databases, from a large amount of random
data, the process of extracting hidden and potentially useful
information [2]. The object that this process needs to face is a

large amount of business data, so it needs the help of artificial
intelligence, statistics, automation, summarize the massive
data, summarize the effective information, and apply the
information. Data mining can effectively help people find
directions, occupy market opportunities, and maximize the
profits [3]. Due to the complexity of the financial industry, it
needs to involve a lot of collecting and processing data [4].
Most financial banks and financial institutions provide fi-
nancial services, such as personal deposit, credit card, loan
business, and investment business, the complexity of these
transactions and the asymmetry of information, coupled
with the large number of people doing related business every
day, so it will generate a lot of data and these large amounts
of financial data [5]. In this massive amount of information,
it contains very few valid information, and through data
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mining, you can dig out the effective information that exists,
the technical architecture of the bank’s unified data mining
analysis platform is shown in Figure 1.

2. Literature Review

In response to this research question, Kaffash and Marra and
others in modern audit work, when traditional manual
auditing methods do not meet the requirements, proposed
modern auditing to provide new methods and ideas, im-
proved audit quality, and resolved the audit risk [6]. Lausch
et al. and others creatively proposed an audit application
model based on data mining, pointed out the interrela-
tionship, and workflow of data mining and audit work [7].
Zhang et al. and others proposed the feasibility of two
commonly used data mining techniques (association anal-
ysis and cluster analysis) in auditing. Due to the lack of
specific actual data verification, even though the examples
cited are representative, they are only theoretical studies [8].
Chaovalitwongse et al. and others under the modern
auditing technology and information environment con-
ducted exploratory research. The author first studied the
audit work, in the context of the development of computer
technology, then he proposed that when faced with massive
amounts of raw data for review and analysis, can use a
combination of real-time online auditing methods and data
mining techniques, this can improve audit efficiency, resolve
audit risks, and ensure audit quality [9]. Hu et al. and others
pointed out that in the field of auditing, the point of in-
tervention in engineering thinking, using engineering
techniques, created a new type of audit service, some special
problems in the audit are dealt with well [10]. Beiles et al. and
others comprehensively analyzed data mining technology,
when faced with massive amounts of audited data, and the
process of its realization [11]. In the research of classification
technology, Syrimi and Hiwarkar in order to process a large
amount of high-dimensional data, attempt to construct its
set theory system [12]. Ratcliffe et al. and others in the
process of knowledge discovery, combine rough set and
fuzzy set theory [13]. Lehmann et al. constructed fuzzy
system identification methods and fuzzy system knowledge
models and constructed an intelligent expert system [14].
When Aitken studied the data acquisition of financial
websites, same as general data capture, through the
XMLHTTP object provided by Microsoft, get the overall
data of financial webpages. The grabbing process is shown in
Figure 2 [15]. On the basis of current research, the author
proposes data mining optimization software and its appli-
cation in financial audit data analysis, according to relevant
corporate indicators, a company with a higher risk has a
credit default. The risky enterprise is that although there is
no default, but companies that are at risk of deteriorating
financial conditions. Low-risk companies have good fi-
nancial status, and there is no credit default. Use training
data to build a random decision tree, use the verification data
to verify the built decision tree, finally, the classification
correctness of the decision tree for each type of data is
recorded. It can be seen from the experimental results that,
the random decision tree algorithm has a higher accuracy
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rate for classification with low risk, medium risk, and high
risk, through the confirmation of the personnel of the
banking institution, the correct rate of this classification has
certain reference significance for the prediction of bank risk.
However, the algorithm has a relatively low accuracy rate for
classification with high risk, the main reasons for analysis
are: in the training data set, the amount of data with high risk
is small, the training of this type of branch is not sufficient.
Effectively improve the existing distance-based method to
improve its matching efficiency, improve its forecast
accuracy.

3. Methods

3.1. Overview of Decision Tree Method. Decision tree al-
gorithm is the most commonly used algorithm in clas-
sification data mining. Decision tree algorithm is a
classification process of fitting problems through a tree
structure. In the constructed tree, each level corresponds
to a classification attribute, call it a split attribute, the
nodes in this layer correspond to different values of the
attribute, the corresponding data under the value of the
attribute is stored in the node, each leaf node saves dif-
ferent types of label attributes, the probability distribution
under this branch, when performing classification, the
predicted value of the class label attribute of the data
falling into a certain leaf node, it is the attribute value of
the class label with the highest probability in the leaf node.
The most widely used algorithms in decision-making
algorithms are ID3 algorithm and C4.5 algorithm [16]. A
decisive factor that affects the construction of the decision
tree, it is the choice of classification attributes for each
layer, ID3 algorithm before the construction of each layer,
calculate the information entropy of different classifica-
tion attributes, and then calculate its information gain, the
classification attribute with the largest information gain is
selected as the split attribute of this layer. PE and NE,
respectively, represent the positive example set and the
negative example set, which together form the training set.
‘PE, PE’ and ‘NE, NE,’ respectively, represent a subset of
the positive example set and the negative example set [17].

Among:
Information entropy:
H(U) = - Z P (u;)log, P (u;). (1)
Probability of category:
i
P(u;) - — (2)
() =g

|S| represents the total number of example sets S, |ui]
represents the number of examples of category u;.
Calculation of conditional entropy:

HUV)=-) P(V;) ZP(%)logz P(%) (3)
7 i j j

When the attribute Al takes the value Vs the conditional
probability of category u; is
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FIGURE 1: The technical architecture of the bank’s unified data mining analysis platform.
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ID3 algorithm introduces information entropy into the
tree construction process, quantify the splitting properties,
the method is simple and easy to implement, the tree
construction is very simple, and the constructed tree is small
in scale, the classification effect is good, without any relevant

domain knowledge, strong versatility, and adaptability. So,
the current D3 algorithm has been widely used in different

fields.

3.2. Design of Main Functional Modules of System Software.
According to the results of the preliminary demand analysis,
the main functional modules of the system software are: task
management module, data analysis module, and data
management module [18]. The main functions of each
module are designed as follows:

(1) The main functions of the task management module:

create new tasks, execute tasks, and task acceptance
[19].
New task: financial institution users submit task
requests through the system, system administrators
based on requests and the results of communication
with users of financial institutions, query the eval-
uation data of each analyst, and assign the task to the
most suitable analyst, the analyst determines to ac-
cept the task, and then starts the execution of the
analysis task [20].

Perform tasks: after the analyst receives the user’s
request, the task starts to execute, the analyst calls
the analysis method of the data analysis module to
analyze the task, after the analysis is completed,
submit the analysis results to the financial

Create an XMLHTTP object

l

Open the connection to the server

|

Send Data Request

l

Receive data

l

Over

FIGUure 2: Flow chart of data acquisition algorithm for financial
websites.

institution user, and according to the feedback
results of users of financial institutions, modify the
execution of tasks. Financial institution users can
apply to change analysts during the task execution
process, the system administrator confirms whether
to replace according to the execution of the task.
Every information exchange of task execution must
be recorded [21].

Task acceptance: if users of financial institutions are
satisfied with the analysis results, they can submit
tasks for acceptance, and evaluate the analysis, the
system saves related data interfaces and analysis
methods and environmental information, for the
next analysis.



(2) Data analysis module, which is the core module of
the department

Financial data analysis, including two levels of
individual analysis and regional analysis, among
them, individual analysis analyzes the individual
operating data and external environment of a single
financial institution, derive the potential financial
risk factors of the institution, analyze the operating
data and external environment of all financial in-
stitutions in a certain area, and combined with the
results of individual analysis, the regional financial
risk assessment software in a certain area can be
obtained [22].

(3) System software data management module

The data administrator is responsible for the
maintenance of the data in the system, the method of
collecting system data is done by the system analyst,
but the analyst is not responsible for maintaining the
data, this part of the work is done by the data ad-
ministrator, its main work includes the use of related
interfaces, perform operations such as data cleaning,
data backup and recovery, and data dumping.

3.3. Financial Analysis Software Method Based on Weighted
Multiple Random Decision Trees. Financial data analysis
contains many classification and prediction problems, such
as: when a credit customer makes a loan application, fi-
nancial institutions need to classify according to their fi-
nancial indicators and past credit conditions, then decide
whether to approve its credit request. In addition, for fi-
nancial risk prediction, classification methods can be used in
the determination of violations, at present, the commonly
used classification method is the decision tree method,
among which, compared with traditional decision trees,
random decision trees have the advantages of fast analysis
speed, high accuracy rate, and strong robustness. Based on
this, the method of random decision tree is introduced into
the model, realizing the classification problem of financial
data [23].

3.3.1. Attribute Weight Calculation. For the attributes in the
financial data warehouse, under different mining goals, the
degree of importance is different, so before building the
decision tree, the importance of each attribute needs to be
quantitatively analyzed, at present, the commonly used
methods for determining the importance of attributes are:
the method based on the discernibility matrix and the
method based on information entropy. The author uses the
discernibility matrix method to analyze the importance of
attributes. In addition, due to the high professionalism of
financial data, only rely on the discrimination matrix to
analyze the importance of attributes, cannot fully fit the true
importance of the attribute, therefore, artificial weights are
introduced to modify and intervene the weights of the
discernibility matrix, in order to further increase the ac-
curacy of attribute weight calculation.
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Define the discrimination matrix: the discrimination
matrix of an information system is a diagonal matrix of
|U| x |U|. Each of these is defined as:

{a € Ala(x;) #a(xj)}, d(x;) #d(xj),d(x) €D,
e, d(x;) = d(xj),d(x) e D.

i
(5)

The more the attribute appears in the discernibility
matrix, the more important the attribute. The shorter the
data item that contains the attribute, the more important the
attribute is.

3.3.2. Calculation of Financial Data Attribute Weights.
Order w(a;) = 0 for all g; € A at the beginning.

Calculate w(a;) + |cyl for each item Cjk of the lower
diagonal matrix in  the discernibility = matrix,
a; € Cjj, 0 <k < j< =|U|. Where |A] is the cardinality of all
attributes, and |c;| is the cardinality of cj in the dis-
cernibility matrix. After the system gives the weight, the
weight of the system can be modified manually, and a
correction coefficient is introduced for this purpose,
w'(a;), -1< =w'(a;)< =1, in order to increase the
weight of a;, set W' (;) to a positive value, otherwise, set it to
a negative value, then the weight w, = w(a,) + w' (a;) of
attribute a;.

4. Results and Analysis

4.1. Verification Experiment. The verification data comes
from the financial data of 1500 corporate customers of a
commercial bank, due to the attributes in the financial in-
formation data sheet provided by the bank, is based on the
properties of the transaction database, so, perform attribute
transformation on it, form 24 attributes that can reflect
corporate financial indicators.

First of all, according to the relevant indicators of the
company, a company with a higher risk has a credit default.
The risky enterprise is that although there is no default, but
companies that are at risk of deteriorating financial con-
ditions. Companies with low risk have good financial status
and no credit default. Research shows that the decision-
making effect of constructing 10 random decision trees is the
best [24]. So, the author constructed a total of 10 random
decision trees to analyze the data, since the tree is con-
structed using a random method, in order to verify the
stability of decision tree classification, a total of 5 experi-
ments were carried out, in the training data set of each
experiment, 1200 pieces of data are randomly selected from
the original data set as the training data, a tree is constructed
by randomly selecting 12 attributes from 24 attributes [25].
The remaining 300 pieces of data are used as verification data
[26]. Use the training data to build a random decision tree,
and use the verification data to verify the built decision tree,
finally, the classification correctness of the decision tree for
each type of data is recorded. The experimental results are
shown in Figure 3:
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Ficure 3: Comparison of classification accuracy of multiple ran-
dom decision trees.

TaBLE 1: C4.5 classification accuracy comparison table.

Number of verifications High risk Higher risk rﬁi Low-risk
1 35.51 60.12 65.73  72.65
2 37.01 6235 6617 73.52
3 34.12 66.41 66.37  74.35
4 42.15 6299 6582 73.09
5 33.75 65.78 66.72  75.96
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F1GURE 4: C4.5 algorithm classification accuracy comparison chart.
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FIGUre 6: Comparison of accuracy rate of stratified sampling
classification with multiple random decision trees.

It can be seen from the experimental results that, the
random decision tree algorithm has a higher accuracy rate
for classification with low risk, medium risk, and high risk,
through the confirmation of the personnel of the banking
institution, the classification accuracy rate, the prediction of
bank risk has certain reference significance. However, the
algorithm has a relatively low accuracy rate for classification
with high risk, the main reason for the analysis is: the
amount of data with high risk in the training data set is small,
the training of this type of branch is not sufficient. Using the
same training and testing data every time, the results of
classification using the C4.5 algorithm are shown in Table 1
and Figure 4:
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It can be seen from the experimental results that, the
random decision tree algorithm has a higher accuracy rate
for classification with low risk, medium risk, and high risk.
Similarly, the algorithm has a relatively low accuracy rate for
classification with high risk, the main reason is also: the
amount of data with high risk in the training data set is small;
this results in insufficient training in this type of branch, as
shown in Figure 5:

As can be seen from Figure 5, the accuracy of the random
decision tree method is about 10% higher than that of C4.5.
In order to improve the accuracy rate of high risk, 300 pieces
of high-risk data were added to the training data set. Change
the original random sampling into stratified sampling,
stratify the original data according to the high, medium, and
low risk, random sampling is used for each layer, thereby
ensuring the amount of training data with high risk. The
classification results after stratified random sampling are
shown in Figures 6 and 7:

It can be seen that after the use of stratified sampling, the
accuracy rate of risk is increased by 10%, mainly because
stratified sampling increases the number of samples with
high risks. Therefore, the accuracy of decision tree classi-
fication is related to the number of samples of the training
data, the larger the number of samples, the more accurate the
classification of the constructed decision tree.

5. Conclusion

The article proposes data mining optimization software and
its application in financial audit data analysis, introduce the
multi-random decision tree method into financial data
analysis, and verified its validity with the operating data of a
certain bank, the results show that this method can effec-
tively analyze financial data, but the training data has a
certain influence on the result of decision tree training, so to
ensure the classification results of this method, it is necessary
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to use stratified sampling and other methods to deal with the
training data. Understand the basic theory of data mining in
the future, carry out relevant analysis according to the
applicable theories of different data, do a good job in de-
mand analysis and system design. Combining the specific
application of data mining in financial data analysis, carry
out effective thinking and reference, realize the long-term
scientific development of the financial industry.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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