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In order to improve the e�ect of intelligent �nancial processing and decision-making, this paper combines the arti�cial in-
telligence-assisted decision support system to construct an intelligent �nancial processing system. Based on the RBF neural
network, this paper studies a fast decision-making algorithm based on short-term e�ciency in an adaptive burst communication
system. �e trained RBF neural network can make quick decisions according to the parameters such as the electromagnetic
environment information obtained by perception, and has good communication anti-interference ability, good fault tolerance
ability and certain generalization ability. Moreover, this paper designs a channel-associated signaling transmission mechanism for
adaptive burst communication system, and constructs an intelligent �nancial processing system based on arti�cial intelligence-
assisted decision support system. �e simulation results show that the intelligent decision-making model in this paper has a
certain practical e�ect in the simulation.

1. Introduction

In the process of the continuous development of the
globalization of the world economy, the market competition
is becoming more and more �erce, and the use of modern
science and technology can reasonably manage the com-
pany’s operation and capital investment. However, the
company operates with a relatively large amount of data. For
�nance, how to analyze themeaning of the data and solve the
information association is the main consideration. More-
over, due to the development of computer technology, in-
formation processing technology has developed faster, and
accounting models are used to deal with traditional complex
�nancial problems. As the development of computer tech-
nology has promoted the development of information
processing technology, traditional and complex �nancial
problems can be solved by creating accounting models. At
the same time, �nancial management in the new modern
society has changed. �e original accounting information
base has certain limitations, and neither accounting nor

�nancial analysis can meet the actual needs of managers.
Arti�cial intelligence technology can solve this problem very
well. Moreover, the traditional accounting-based accounting
is developing towards the network, and the �nancial in-
telligent decision support system is analyzed, so as to realize
the corresponding decision-making and management of the
enterprise.

To solve these problems, the intelligence of the �nancial
decision support system is an inevitable way. �e deep
learning and autonomous learning, natural language pro-
cessing, data mining, and reasoning perception and other
functions that arti�cial intelligence has developed up to now
are the mechanisms and implementation paths of the �-
nancial decision support system. Perfection provides ideas.
Smart �nance can be traced back to the 1980s. Scholars at
home and abroad have conducted a lot of research on the
de�nition, characteristics and standards of intelligent �-
nance, which enriches and promotes the theoretical devel-
opment of intelligent �nance management. In the era of big
data, intelligent �nance has developed rapidly, and the
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cloud-based financial robot has been released, making fi-
nance more focused on the company’s strategic finance and
business financial decision-making; UFIDA Cloud Finance
uses global treasury, intelligent finance and real-time ac-
counting. Combination as the core, supported by technol-
ogies such as artificial intelligence and financial sharing,
provides targeted solutions for enterprise cost accounting,
financial management and investment financing.

With the gradual increase in the application of big data
in various fields of society, the advantages of intelligent
finance are also reflected in the real-time interaction of
information in the cloud with audit institutions, tax
agencies, the China Securities Regulatory Commission and
other third-party service agencies, making it more conve-
nient and fast for enterprises. Financial work gives services
and support. A large amount of data is generated in the
business and operation of an enterprise every day, and what
the enterprise needs to do is to analyze the data and use it
after processing. For the development of the enterprise,
financial personnel should actively improve their use of data
analysis tools and analysis. -e ability of data to form an
efficient service team.

-is paper combines the artificial intelligence assisted
decision support system to construct an intelligent financial
processing system to improve the effect of enterprise fi-
nancial processing, which provides a theoretical reference
for subsequent enterprise financial decision-making.

2. Related Work

Although the term “smart finance” has been born for a long
time, the academic community has not given a clear and
authoritative definition for it. According to the analysis of
“smart finance” by academic researchers, it is usually defined
as [1]: Intelligent finance is to carry out the company’s fi-
nancial management activities through the organic coop-
eration of man and machine, and gradually improve and
develop until it can gradually replace some full-time fi-
nancial personnel to carry out financial management be-
havior. In short, “smart finance” is a brand-new financial
management method. It is based on the latest financial
management theories and financial tools. It is a new model
with significant advantages such as full-function and whole-
process intelligent management [2]. Literature [3] pointed
out that intelligent finance mainly takes finance as the core.
In the traditional financial category, it is generally divided
into two branches: finance and accounting. Among them,
accounting is the management of bookkeeping, which
converts unstructured information into data and provides
accounting reports to external users; finance is financial
management. -e analyzed financial data information is
provided to the internal management personnel of the
enterprise, and then it is used in decision-making. With the
development of Internet technology, the functions of finance
and accounting in enterprises are becoming more and more
blurred. -e rapid development of enterprises has made it
impossible to strictly distinguish between finance and ac-
counting, and it is necessary to re-understand and define
enterprise finance [4].

Literature [5] found that the reason why financial
management adopts intelligent financial decision support
system is that the enterprise has a high degree of business
structure. And through the design and development of the
intelligent decision support system, it plays an important
role in promoting the development of financial management
in a better direction [6]. Based on the analysis of the nature
of decision-making, it is mainly composed of three types:①
semi-structured decision-making; ② structured decision-
making; ③ unstructured decision-making. Intelligent fi-
nancial management mainly solves semi-structured deci-
sion-making and unstructured decision-making problems
[7]. Literature [8] believes that intelligent finance includes
three branches: first, the intelligent management accounting
platform based on business intelligence, which occupies a
core position in the field of intelligent finance; -e basic
department of finance; third, the intelligent financial plat-
form based on artificial intelligence, which represents the in-
depth development of intelligent finance, but this expression
lacks the internal logical relationship between the three
levels. Literature [9] pointed out that the construction of
enterprise intelligent finance is analyzed from two aspects of
enterprise data and business process. One is to decompose
the business process, integrate the activity process that can
create value, deeply realize the integration of business and
finance, and then improve its intelligent process. -e second
is the construction of a big data management system, to
achieve the full integration of financial data and business
data, and to enhance the data management and analysis
capabilities of enterprise value creation activities.

-e rapid development of economic globalization and
big data has made intelligent financial applications mature,
and in this development process, the development trend of
intelligent finance has emerged. In addition to the general
influence of laws and regulations related to smart finance,
the needs of enterprises themselves, the development of new
science and technology, and the speed of research and de-
velopment of smart financial systems will have a great
impact on the future development trend of smart finance
[10]. Reference [11] pointed out that under the background
of the vigorous development of financial cloud and big data,
the financial information system of enterprises does not
need to be purchased outright, nor does it need to arrange a
large number of personnel for system maintenance, but
directly rent the financial information of software manu-
facturers service can be. -e benefits brought by this
streamlined approach to enterprises are also obvious: first, it
can reduce the hardware investment and operation and
maintenance investment required by enterprises to build
information systems, and turn to software service providers
to provide professional operation and maintenance and
services in the cloud; second It enables all the financial cloud
services used by enterprises to be the latest version, and there
is no need to spend time and extra money to update and
upgrade [12]. With the gradual increase in the application of
big data in various fields of society, the advantages of in-
telligent finance are also reflected in the real-time interaction
of information in the cloud with audit institutions, tax
agencies, the China Securities Regulatory Commission and
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other third-party service agencies, making it more conve-
nient and fast for enterprises. Financial work gives services
and support. A large amount of data is generated in the
business and operation of an enterprise every day, and what
the enterprise needs to do is to analyze the data and use it
after processing. For the development of the enterprise,
financial personnel should actively improve their use of data
analysis tools and analysis. -e ability of data to form an
efficient service team [13]. Reference [14] pointed out that
financial outsourcing business will be affected by intelligent
finance. -e development of intelligent finance has led to an
increase in outsourcing business. Many small and medium-
sized companies do not have the ability to conduct inde-
pendent accounting. -erefore, outsourcing financial work
to firms such as firms can effectively reduce costs [15]; for
large and medium-sized enterprises, financial sharing the
development of services can also bring convenience to them.
-e main operation steps are as follows: First, write a smart
contract through the blockchain, and the other party, as
Party B, accepts the work tasks issued by Party A, and at the
same time completes the work according to the specific
terms of the contract, and Party A according to the workload
To pay the salary, it should be noted that Party A should
determine the work quality assesment specifications in the
blockchain in advance, and the accounts of both parties need
to be clearly registered. When Party B achieves the work
goals on time and passes the assessment requirements, the
pre-filled smart contract will be signed. Transfer the salary to
Party B’s account [16]. In the blockchain, the secret code of
the smart contract is compiled according to the code of the
computer, and the entire transaction is not controlled by
human beings, but is completed automatically by the
computer, which can protect the interests of both parties
[17]. Reference [18] pointed out that the application scope of
financial intelligence will continue to expand in the future,
and intelligent robots can replace financial personnel to
complete simple and repetitive financial tasks, such as
bookkeeping, account reconciliation and reimbursement
work. At the same time, the blockchain system can directly
connect with the uploaded account book. Although financial
personnel can record and backup in the system, they cannot
modify the account book privately. In addition, blockchain
can also ensure the smooth signing of smart contracts. -e
signing time is set in advance in the system, and then the
system will strictly abide by the agreed time to realize the
orderly development of the signing work [19].

3. Intelligence-Assisted Decision-
Making Algorithm

-e decision-making mechanism of the burst communi-
cation system is shown in Figure 1, and the main functions
are as follows:

(1) It obtains the working electromagnetic environment
information (channel quality, interference charac-
teristics, etc.) of the burst communication system
through spectrum resource sensing. According to the
information in the knowledge base (spectrum

allocation, platform capabilities, regulatory policies,
interference characteristics, etc.), this information is
mapped to system state parameters;

(2) Based on the results of policy decision-making and
spectrum resource perception and identification, it
adopts a policy-based decision-making algorithm to
make decisions on the system parameter configu-
ration under the support of the policy library, and
adjusts the parameter configuration according to the
transmission performance information fed back;

(3) It makes quick decisions based on short-term per-
formance, adopts neural network algorithm, and
trains the neural network under the database con-
structed by historical transmission performance.
Moreover, it uses the results of spectrum resource
perception and recognition as the input of the neural
network to make quick decisions, and can quickly
obtain effective system parameter configuration;

(4) It evaluates the generated anti-jamming strategy
according to the feedback performance results, and
updates the database for the strategy that meets the
anti-jamming requirements of the burst communi-
cation system.

-e input of the decision mechanism is: interference
type, interference parameters, link quality and performance
evaluation parameters. Link quality and transmission per-
formance evaluation parameters include transmit power,
estimated Signal-to-Noise Ratio (SNR) value, synchroniza-
tion detection correlation value, bit error rate, waveform
efficiency, and recognition rate. -e output is: transmit
power, interference processing method and frequency se-
lection, etc.

-e block diagram of the decision engine in this paper is
shown in Figure 2. When the perceptron receives external
information (interference type, interference parameters, link
quality, etc.), with the support of the database, the fast
decision-making unit based on short-term efficiency is
preferentially used for decision-making, and the parameters
are configured after the decision-making result is obtained.
After the performance feedback is obtained, if the feedback
result does not meet the performance requirement, the
policy-based decision-making is used as the correction unit
to make a new decision until the feedback result meets the
performance requirement. -e results of this decision are
stored in the database in the form of cases, and the database
is continuously enriched to continuously improve the
learning ability of the system.

-e short-term performance-based fast decision unit
employs a neural network algorithm (NN) algorithm, which
is used to make fast and optimal decisions. -e neural
network can be trained in advance, extract the required
knowledge, and use it directly when a decision is needed,
which greatly reduces the decision-making time.

-e decision correction unit adopts the Policy-Based
Decision (PBD) algorithm to provide backup support in the
case of failure of search decision and fast decision. Although
the process is slow, it has a feedback mechanism, which can
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monitor the system performance in real time, interact with
the environment in an unknown environment, and decide
the optimal parameter configuration in the current
environment.

According to the goal of realizing the communication
with the largest recognition rate with the minimum power
consumption and the complexity of the interference sup-
pression and elimination means, the anti-interference per-
formance index and objective function are designed based
on parameters such as transmit power, bit error rate,
complexity of interference suppression and elimination
methods, and recognition rate. Since the dimensions and
variation ranges of different indicators are different, all
indicators are first de-dimensioned and normalized.

(1) Normalization of minimizing bit error rate.
-e bit error rate (BER) is the ratio of the number of
bits in a digital signal received in error over a period
of time to the total number of bits in the digital signal
received at the same time. -e de-dimensionalized
normalized value of the average bit error rate during
the inquiry and response process is shown in the
following formula:

fb �
log10Pbmax

− log10Pb

log10Pbmax
− log10Pbmin

. (1)

Among them, fb represents the normalization
parameter that minimizes the average bit error rate
of the query and response, the average bit error rate
of the query and response is Pb � Pb1 + Pb2, Pb1 and
Pb2 represent the bit error rate of the query and
response process, respectively. When the syn-
chronization of the inquiry process is unsuccessful,
Pb1 � 0.5, and when the synchronization of the
response process is unsuccessful, Pb2 � 0.5. We
define Pbmax

� 0.5, Pbmin
� 10− 7.

(2) Normalization of minimizing transmit power
-e de-dimension normalization of the transmit
power P at the transmitter is as follows:

fP �
log10Pmax − log10 P

log10Pmax − log10Pmin
. (2)

Among them, Pmax � 2200W, Pmin � 1800W, fP is
the normalized value to minimize the transmit
power.

(3) Minimize the complexity of interference processing
means
C is the complexity of the interference processing
means, which is calculated according to the
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Figure 2: Decision engine block diagram.
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Figure 1: Working principle of the decision-making mechanism of the burst communication system.
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complexity of the interference suppression and in-
terference cancellation algorithms. -e de-dimen-
sionalized normalization of the complexity of the
interference suppression and cancellation means is
shown in the following formula:

fC �
Cmax − C

Cmax − Cmin
. (3)

(4) Maximize the average transmission accuracy.
-e average transmission accuracy rate is an indi-
cator to measure the recognition rate. -e trans-
mission accuracy rate is the average value of the
transmission accuracy rate in the query process and
the transmission accuracy rate in the response
process. -e de-dimension normalization process is
shown in formula (4).

fR �
R
2

− Rmin2

Rmax2 − Rmin2
. (4)

Among them, R is the average transmission accuracy
rate Rmin � 0, Rmax � 1.

-e goal of this system is to achieve the communication
with the largest recognition rate with the smallest power
consumption and the smallest complexity of the interference
processing means. -erefore, the objective function needs to
comprehensively consider the transmission performance,
the transmission power and the complexity of the anti-in-
terference means.

(1) Simulation objective function.
In this paper, the simulation objective function is
used as the short-term performance. -e bit error
rate of the communication system can be obtained
during the simulation, and the transmission per-
formance is represented by the bit error rate and the
average transmission accuracy rate. At the same
time, considering the transmit power and the
complexity of the anti-jamming method, the design
objective function is as follows:

Eo � wbfb + wRfR + wPfP + wCfC. (5)

Among them, fb + fR + fP + fC represents the de-
dimensioned normalized value of the bit error rate of
the query process, the average bit error rate of the
response, the average transmission accuracy rate, the
transmit power, and the complexity of the inter-
ference processing method, respectively. wb + wR +

wP + wC are the weight values of fb + fR + fP + fC,
respectively.

(2) Decision objective function.
In the case of fast decision-making, since the bit error
rate cannot be obtained, only the average trans-
mission accuracy rate fR is used to represent the
transmission performance. -e objective function is
as follows:

Ef � wRfR + wPfP + wCfC. (6)

-e block diagram of the fast decision-making algorithm
based on short-term performance using neural network is
shown in Figure 3. -e decision algorithm mainly includes
offline process and online process. In the offline process, the
network model is established through the model parameters
of the neural network, and the neural network is trained
based on the data in the database until the network training
reaches the standard. -e neural network at this time can be
directly used for real-time decision-making in the online
process. First, the perceptron receives external information
(interference type, interference parameters, link quality).
-en, the external information is preprocessed to make it
suitable for the neural network model designed in this paper,
and then the processed information parameters are input
into the neural network. -e final decision outputs the
optimized parameters in the current environment, includ-
ing: selection of interference suppression and elimination
methods, transmission power, etc. According to the feed-
back transmission performance, it is judged whether the
decision parameters meet the current requirements, and the
database is adjusted to enrich the content of the database.

RBF neural network is a fixed neural network with only 3
layers, including an input layer, a hidden layer and an output
layer. Because the hidden layer unit of this kind of neural
network uses radial basis function for calculation, it is called
radial basis function neural network. -e structure of the
RBF neural network is shown in Figure 4:

-e number of neurons in the input layer of the RBF
neural network is the same as the dimension of the input
vector, and the input layer is directly connected to the
hidden layer. -e input layer sends the input vector to the
hidden layer, and the hidden layer uses the radial basis
function to perform nonlinear processing on the input
vector. -e number of neurons in the hidden layer needs to
be reasonably set according to the problem to be solved. In
addition, the output layer performs weighted summation of
the results of each neuron output in the hidden layer as the
result of the network output layer, and the number of
neurons in the output layer is determined by the dimension
of the output vector. Since the number of neurons in the
input layer and output layer of the RBF neural network is
determined by the input and output vectors of the problem
to be solved, the network size of the RBF neural network
under a specific problem depends on the number of neurons
in the hidden layer.

-e hidden layer usually uses the Gaussian function as
the radial basis function. For the input vector of dimension I:
x � [x1, x2, . . . , xI] , the output hi of the ith neuron in the
corresponding hidden layer is shown in formula (7):

hi � φi x − ci( 􏼁 � exp −
x − ci

����
����
2

2σ2i
⎛⎝ ⎞⎠. (7)

Among them, ci is the center of the basis function of the
i-th neuron in the hidden layer, and σi is the width of the
basis function of the i-th neuron. -e output of the output

Mobile Information Systems 5



layer is the weighted sum of the outputs of each neuron in
the hidden layer, that is, the expression of the output yj of
the j th neuron in the output layer is shown in formula (8):

yj � 􏽘
i

wij exp −
x − ci

����
����
2

2σ2i
⎛⎝ ⎞⎠. (8)

Among them,wij is the weight value of the i-th neuron in
the hidden layer connecting the j-th neuron in the output
layer.

It can be seen that the center of the basis function in the
hidden layer and the weight value from the hidden layer to
the output layer are two important parameters that need to
be solved in the RBF neural network. In the RBF neural
network algorithm, the K-means clustering algorithm is
usually used to solve the base function center of the hidden
layer, and the least squares method is usually used to solve
the weight value connecting the hidden layer to the input
layer.

-e K-means clustering algorithm is a typical algorithm
based on distance clustering. -e main idea of the algorithm
is to classify the sample points in the sample into the cat-
egory of the nearest mean. -e steps of the K-means clus-
tering algorithm are as follows:

(1) -e algorithm selects the initial K sample points as
the initial cluster center [c1(0), c2(0), . . . , cK(0)];

(2) -e algorithm calculates the Euclidean distance
between each sample point in the sample and the
cluster center;

(3) For each sample point, the algorithm selects the
nearest cluster center point as the cluster center of
the sample point to form K domains;

(4) -e algorithm calculates the mean of all sample
points in each domain as the new cluster center in
the domain, replaces the old cluster center with the
new cluster center and updates the cluster center
[c1(1), c2(1), . . . , cK(1)]. -e algorithm repeats
(2)–(4) until the cluster centers obtained twice before
and after are the same, and then stop training;

(5) -e algorithm takes the cluster center obtained by
the last iteration as the basis function center
[c1, c2, . . . , cK] of each neuron in the hidden layer.

After the basis function center [c1, c2, . . . , cK] of each
neuron is obtained, the width of the basis function corre-
sponding to each neuron can be calculated. -e width of
each basis function in the RBF neural network is the same,
and the determination method is shown in formula (9):

σi �
cm���
2N

√ (i � 1, 2, . . . , H). (9)

Among them, cm is the maximum Euclidean distance
between the centers of each basis function, N is the number
of input training samples, andH is the number of neurons in
the hidden layer.

According to formula (8), it can be seen that the cal-
culation of neurons in the output layer is a linear sum-
mation, and the weight value matrix W shown in formula
(10) can be solved by the least square method:
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type

Interference
parameters
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quality

Data
preprocessing 

Trained neural network

Online process

Offline
training

Offline process

Data base

Build a network
model

System parameter
settings Feedback adjustment
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Figure 3: Block diagram of fast decision-making algorithm based on short-term performance using neural network.
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Figure 4: RBF neural network structure.

6 Mobile Information Systems



W �

w11 . . . w1O

⋮ ⋱ ⋮

wH1 · · · wHO

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (10)

-e core idea of the least squares method for solving
weights is to minimize the l2 norm of the residual between
the actual output y(i)􏼈 􏼉

N

i�1 and the expected output a(i)􏼈 􏼉
N

i�1 of
the network through learning. -e weight at this time can be
used as the weight from the hidden layer to the output layer
of the network. -e residual between the actual output and
the expected output of the network is shown in formula (11):

errori � y(i)
− a(i)

, i � 1, 2 . . . , N. (11)

One half of the l2-norm is shown in formula (12):

J(W) �
1
2

􏽘

N

i�1
y(i)

− a(i)
􏼐 􏼑

2

�
1
2

􏽘

N

i�1
WTh(i)

− a(i)
􏼐 􏼑

2
, i � 1, 2 . . . , N.

(12)

Among them, h(i) is the output h(i) � [h
(i)
1 , h

(i)
2 , . . . ,

h
(i)
H ]T of the hidden layer corresponding to the i-th training

sample x(i) � [x
(i)
1 , x

(i)
2 , . . . , x

(i)
I ]T. -e input sample matrix

is X � [x(1), x(2), . . . , x(N)]T , the output sample matrix is
Y � [y(1), y(2), . . . , y(N)]T , the hidden layer output matrix is
H � [h(1),h(2), . . . , h(N)]T , and the expected output matrix
is A � [a(1), a(2), . . . , a(N)]T. -e formula (12) can be written
in the form of formula (13):

J(W) �
1
2

+ Y − A+
2
2

�
1
2

+ HW − A+
2
2

� 􏽘
H

i�1

1
2
Hwi − ai

����
����
2
2.

(13)

Among them, the column vector wi is the i-th column of

the matrixW, and the column vector wi � w
(j)
i􏽮 􏽯

N

j�1 is the i-

th column of the matrix A. -e weight matrix 􏽢W obtained
based on the least squares method is shown in formula (14):

􏽢W � argminw J(W). (14)

-e least squares solution wi � H+ai of the equation
system Hwwi � ai can make the value of ‖Hwi − ai‖

2
2 the

smallest, so the weight matrix 􏽢W obtained from the solution
is shown in formula (15):

􏽢W � H+A. (15)

When the inverse ofHTH exists,H+ can be written in the
form of formula (16):

H+
� HTH􏼐 􏼑

− 1
HT

. (16)

For the RBF neural network algorithm, the parameter
that has a greater impact on the decision-making perfor-
mance is the network size. -e number of neurons in the
input layer and output layer of the RBF neural network
depends on the dimensions of the input and output sample
vectors. -e mapping method between neurons and output
parameters in the output layer can be mapping method 1:
one neuron represents one parameter. It can also refer to the
idea of one-hot coding and adopt mapping method 2: a
neuron represents a possible value of a parameter. -e M
input parameters are pi(i � 1, . . . , M), and the parameter
pi(i � 1, . . . , M) has mi possible values
[pi(1), pi(2), . . . , pi(mi)], and the specific mapping
methods are shown in Figures 5 and 6 respectively.

In the mapping method 1, the output result of the neural
network is continuous, while the value of each parameter in
this model is discrete. -erefore, the value within the pa-
rameter value range [pi(1), pi(2), . . . , pi(mi)] that is closest
to the actual output value of the neuron corresponding to the
parameter pi(i � 1, . . . , M) is taken as the value of the
output parameter p1. For example, the value range of pa-
rameter p1 is [0, 1, 2, 3]. If the neuron output is 0.8, the value
of the output parameter p1 is 1.

In the mapping method 2 shown in Figure 6 , the
neurons in the output layer are divided into M groups
according to the output parameters, and the number of
neurons in the i-th group and the number of possible values
of the parameter pi are mi. According to the output value of
each neuron in the group, the value of the neuron with the
largest output value is set to 1, and the output value of the
rest of the neurons in the group is set to zero. -e parameter
value corresponding to the neuron set to 1 is taken as the
value of parameter pi. For example, the value range of
parameter p1 is [0, 1, 2, 3], which means that the number of
neurons in parameter p1 is 4. If the output is [0.01, 0.07, 0.9,
0.2], the value of parameter p1 is 2.

-e input parameters of the RBF neural network in this
paper are: interference type, interference feature and in-
terference power, so the number of neurons in the input
layer is 3. -e output parameters are signal transmission
power and interference processing mode, and there are 15
cases for the value of power. -ere are three types of in-
terference processing methods: processing or not, inter-
ference suppression and interference cancellation.
-erefore, if the output layer mapping method 1 is used, the
number of neurons in the output layer is 2. If the output
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layer mapping method 2 is used, the number of neurons in
the output layer is 18. -e number of neurons in the hidden
layer determines the complexity of the RBF neural network.
-e larger the number of neurons, the better the fitting of the
input sample, and the easier it is to over-fit. -e smaller the
number of neurons, the lower the fit to the input sample, and
the less likely to over-fit. Different numbers of neurons in the
hidden layer are set to simulate the output error and correct
rate of the network using output layer mapping method 1
and output layer mapping method 2 respectively. -e results
are shown in Figure 7.

As can be seen from Figure 7, when the number of neurons
in the hidden layer is the same, the mean square error and
correct rate performance of the training set and the test set
under the output layer mapping method 2 can usually be
significantly better than the mean square error and correct rate
performance of the training set and the test set under the output
layer mapping method 1, respectively. When the output layer
mapping method 2 is adopted and the number of hidden layer
neurons is set to be greater than or equal to 41, the correct rate of
the training set and the test set converges to 1.When the output
layermappingmethod 1 is used and the number of hidden layer
neurons is set to 45, the correct rate of the training set and the
test set is close to 1.When the number of neurons in the hidden
layer is greater than 54, the correct rate of training set and test
set converges to 1. To sum up, the network under the output

mappingmode 2 is better, andwhen the number of hidden layer
neurons in this mapping mode is 50, the correct rate of the
training set and the test set is 1 and the mean square error is
small. -erefore, the network output mapping method 2 is
selected, and the number of hidden layer neurons is 50.

4. Intelligent Financial Processing Based on
Artificial Intelligence-Assisted Decision
Support System

In a broad sense, the intelligent financial system has an
impact on the development of intelligent finance at the
level of the environment, including various information
and data resources, information industry, information
talents, high-tech technology and informatization-re-
lated policies. It can be roughly divided into government
departments, industry organizations, application entities
and the supply chain of intelligent finance development.
Although the process of intellectualization is mainly
driven by the internal development power of the appli-
cation subject, the external environment undoubtedly
plays a crucial role in promoting it. -e structure of the
generalized intelligent financial system is shown in
Figure 8.

-e intelligent financial decision support system
adopts a system structure consisting of four levels, which

P1 P2 PM

Output
layer

· · ·

Figure 5: Output layer mapping method 1.

P1 (1) P1 (2) P1 (m1)

Output layer

P1

P2 (1) P2 (2) P2 (m2)

P2

PM (1) PM (2) PM (mM)

PM

· · · · · · · · ·· · ·

Figure 6: Output layer mapping method 2.
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can ensure the scalability and scalability of the system,
and any level can be independently extended and de-
veloped according to actual needs. -e system structure
diagram is shown in Figure 9.

Figure 10 shows the regression simulation image of
intelligent financial processing based on artificial intel-
ligence-assisted decision support. -rough the expert
evaluation of the group data (Table 1), the simulation
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Figure 7: Performance of different output layer mapping methods and different numbers of neurons in the hidden layer.
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results show that the intelligent decision-making model
in this paper has a certain practical effect in the
simulation.

5. Conclusion

Financial decision-making is an important field of management
accounting, and the correctness, timeliness and effectiveness of
financial decision-making are related to the future development
of an enterprise. With the development of computer and In-
ternet technology, in order to improve the efficiency and ac-
curacy of decision-making and provide necessary assistance for
decision-makers, financial decision-making support systems
have emerged and continuously developed and improved.
However, the current financial decision support system still has
many defects in data acquisition and unstructured problem
solving, mainly exerting the functions of database and calcu-
lator.Moreover, it cannot automatically screen information that
may be relevant to financial decision-making or provide dif-
ferentiated and targeted decision-making recommendations, so
it cannot fullymeet the needs ofmanagers.-is paper combines
the artificial intelligence-assisted decision support system to
construct the intelligent financial processing system. -e sim-
ulation results show that the intelligent decision-making model
in this paper has a certain practical effect in the simulation.
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