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*is work aims to build a binary breast cancer classifier algorithm based on the blood test and anthropometric data (age, body mass
index, glucose, insulin, homeostasis model assessment, leptin, adiponectin, resistin, and monocyte chemotactic protein-1) of 116
subjects. For this study, a performance comparison of the following machine learning models was performed: decision tree, random
forest, K-nearest neighbors, artificial neural networks, vector machines of support, and logistical regression.*e methodologies used
in the data were as follows: k-fold cross-validation (k� 10); splitting data into 80% training and 20% testing. For the first, the mean of
accuracy and sensitivity were evaluated in the second, values of accuracy, sensitivity, specificity, and area under some tests. In
addition, most mammograms are performed on benign tumors. With this, it is clear that these exams can use other tools to assist in
decision-making, and machine learning can offer great utility and good cost/benefit in the diagnostic process of breast cancer. Many
research papers for breast cancer biomarkers have been reported over the years. *e present work will analyze the potential
quantitative variables: age, receiver operating characteristic curve. Furthermore, the p value, Pearson correlation coefficient, and,
depending on the input variable, the test only with variables with a significance threshold of 5% are computed from the normal
distribution assessment (calculated from Kolmogorov–Smirnov test (KS test)) which were as follows: glucose, insulin, resistin, and
homeostasis assessment model. As the best final classifier, the random forest was used in the training/test method and with nine
variables, with 83.3% accuracy, 100% sensitivity, 64% specificity, and 0.881 of area under the curve.

1. Introduction

Breast cancer, common among women, will affect ap-
proximately 2.2 million people in 2020, accounting for
11.7% of cancer patients worldwide and 6.9% of cancer-
related deaths in the same year [1]. As a result, early di-
agnosis is critical as the speed with which it is made is
directly proportional to the patient’s chances of healing
[2, 3]. Even though most women are aware of the disease,
apprehension about performing specific tests early (mam-
mography, ultrasound, and self-examination) is expected,
owing to a combination of factors, including a lack of
standard recommendations, the absence of visible symp-
toms, and feelings of insecurity or fear [4, 5].

According to studies, between 10% and 30% of women
diagnosed with breast cancer have benign tumors, indicating

that some tests are ineffective or misinterpreted. Further-
more, the majority of mammograms are performed on
benign tumors. With this in mind, it is clear that these exams
can benefit from using other tools to aid decision-making,
and machine learning can provide significant utility and a
favorable cost-benefit ratio in the diagnostic process of
breast cancer [1]. Over the years, several candidates for
breast cancer biomarkers have been reported. *e following
quantitative variables will be examined in this study: age,
BMI, glucose, insulin, homeostasis model assessment
(HOMA), leptin, adiponectin, resistin, and monocyte che-
motactic protein-1 (MCP-1) [6].

To address this public health issue, the study examines the
performance of six machine learning algorithms for data
classification: decision tree, random forest, K-nearest neigh-
bors, support vector machines, artificial neural networks, and
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logistic regression [7]. *e purpose of this paper is to discuss
the accuracy and efficiency of predicting the occurrence of
breast cancer in individuals based on input variables [8, 9],
which can be used as a diagnostic aid by the medical com-
munity. *etic of breast cancer represents a quick and efficient
solution that organizes patients so that more targeted measures
can be taken, easing the doctors’ work. It is also worth noting
that the results obtained through the models used are not the
individuals’ final diagnoses.

1.1. Review of the Literature. Machine learning is being used
in a wide range of fields in the twenty-first century, thanks to
several advances in data analysis and classification tech-
niques [10]. *is method can detect breast cancer more
accurately and at a lower cost. As a result, so-called bio-
markers are frequently used as attributes in machine
learning models to classify breast cancer. A log regression
algorithm was developed in 2008, and it used two inputs:
specific antigen 15-3 and insulin-like growth factor-binding
protein-3. *e receiver operating characteristic (ROC)
metric produced an area under the curve (AUC) of 0.86,
with a sensitivity of 85% and specificity of 62%.

In 2013, Dalamaga et al. [11] used serum resistin as a
biomarker for postmenopausal breast cancer, finding an AUC
of 0.71 with a 95% confidence interval. In 2015, the algorithms
logistic regression, random forest, and support vector machine
examined the same nine attributes used in this study. *e
Monte Carlo validation methodology was used [3].*e logistic
regression model had 0.81 learning, 76% sensitivity, and 86%
specificity on the ROC curve.*ese values were 0.83, 85%, and
77% for the random forest, respectively. Finally, the support
vector machine model yielded 0.85, 81, and 84% results.
However, the best results were obtained using only four var-
iables, resistin, glucose, age, and BMI, which were better
evaluated by the Gini coefficient [12].

Sensitivity was between 82 and 88%, while specificity was
between 85 and 90% [13]. In 2021, Wen et al. [11] also applied
machine learning to classify cancer through the attributes
glucose, BMI, resistin, age, HOMA, leptin, and adiponectin.
*e classifier models were random forest and multiple logistic
regressions. *e second presented the best results, with 75% of
accuracy and 0.849 of learning in the ROC curve.

2. Methodology

We used the Breast Cancer Database of Coimbra, made
available by the UCI (University of California Irvine) re-
pository, published on March 6, 2016 [5], which has data
from 116 individuals, obtained through blood tests and
anthropometry, 64 of whom were diagnosed with cancer
(using mammography), and 52 were healthy.

*e database has 116 rows (individuals) and ten col-
umns, in which the last column corresponds to the output
class (1� healthy and 2� patient), and the remaining ones
are variable. Quantitative levels are as follows: age, BMI,
glucose, insulin, HOMA, leptin, adiponectin, resistin, and
MCP-1. In an attempt to reduce the number of input
variables, which could imply the need to perform fewer tests

on people, BioEstat 5.0 software was initially used. It was
necessary to evaluate the normality of the attributes/vari-
ables. To this end, the Kolmogorov–Smirnov test was ap-
plied, with a significance level of 5%. *e standard variables,
whose p value was more significant than this level and which
allowed the use of Pearson’s correlation, were age, BMI, and
MCP-1, while the abnormal ones, with p value lower than
the level and which allowed the Spearman correlation, were
glucose, insulin, HOMA, leptin, adiponectin, and resistin.
Table 1 presents themean (standard deviation) of the normal
variables, as well as the median (interquartile range) for the
abnormal ones; it also shows the p value (a 5% significance
level was adopted) and the correlation coefficient (Pearson
or Spearman, depending on the attribute). When evaluating
the results and the test with all nine variables, it was also
performed with 4, glucose, insulin, HOMA, and resistin, as
they were the ones that presented p value in the correlation,
less than 5%, with correlation coefficients above 0.2. *e
closest attribute was BMI, with a correlation of 0.1326, but
with a p value exceeding the allowed by 10.59%. Another
critical point is that the analysis of all algorithms was
performed with the help of the Google platform, using the
Python language [14].

2.1. Cross-Validation and Training/Testing Split. Two
methodologies were applied for future performance evalu-
ation of the algorithms. *e first consisted of cross-vali-
dation using the k-fold technique, which used the entire
database and consisted of performing “k” partitions (1 for
testing and k− 1 for training), alternating training and
testing data for “k” times. k� 10 was used in all 6 classifi-
cation models [15, 16]. In the second configuration, the
database was divided into training and testing in the fol-
lowing proportion: 20% for testing and 80% for training, by
the “split” command, using the parameters “stratify” and
“random state,” the latter being equal to 300 (random
choice), to ensure that each time the code was initialized, the
division was the same.

2.2. Performance Metrics. *e confusion matrix (Table 2),
for the addressed problem, consists of a 2× 2matrix assigned
to the binary classification. *e lines represent the accurate
outputs in the database; the columns are the outputs pre-
dicted by the algorithm. On the main diagonal are the data
correctly classified by the algorithm (true positive� sick
person classified as sick and true negative� healthy person
classified as healthy), and on the secondary diagonal are the
data incorrectly classified (false positive� healthy person
classified as unhealthy and false negative� sick person
classified as healthy). From this matrix, it is possible to
calculate several metrics, which are ways of analyzing the
performance of the models.

In the cross-validation, the performance evaluations of
the models were obtained by averaging the accuracy and
sensitivity in the ten iterations. In the training/test division,
the accuracy, sensitivity, specificity, and area under the curve
(AUC) were used, with the receiver operating characteristic
(ROC) curve.
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*e accuracy, represented by equation (1), indicates a
general performance of the model, evaluating, among all the
classifications, how many the model correctly classified
(between sick and healthy). In contrast, equation (2) esti-
mates the number of correct answers of people with cancer
concerning all those who have cancer. *e specificity,
equation (3), refers to the hits of healthy individuals, about
all healthy individuals. It is important to note that, for
disease detection applications, the algorithm needs to have
good sensitivity efficiency as this measure represents the
people who have the disease. *erefore, the error must be
minimal for this metric.

Specificity �
TN

TN + FP
, (1)

sensibility �
TP

FP + FN
, (2)

accuracy �
TP+ � TN

TP + FN + FP + TN
. (3)

As shown in Table 2, another metric included in the
algorithm was the AUC-ROC curve, where ROC is a
graph of sensitivity (rate of true positives) as a function of
the rate of false positives (1 − specificity). *e AUC is the
area under the ROC curve, having a variation from 0 to 1.

2.3. Machine Learning Models. To define the most suitable
parameters for each machine learning model, the “Grid-
Search” was applied, which swaps between several previously
chosen values (under bibliographic research and/or personal
choice) and returns the ones that resulted in better per-
formance. For the current situation of detecting the disease,
the baseline metric was sensitivity.

2.3.1. K-Nearest Neighbors. *e K-nearest neighbor algo-
rithm is one of the simplest supervised learning models [9].
Its classification method does not require training time. It is
based on calculated distances between two points, evaluated
by the model assuming that issues of the same class would be
located close to each other. In this way, the nearest neighbors
will dictate the presence of breast cancer in the samples
under analysis.

To perform such classification, the choice of parameter K
is made, which symbolizes the number of nearest neighbors
(not to be confused with the “k-fold” of the validation or
crusade). In this sense, the (integer) number chosen must
satisfy certain conditions. In turn, the weight determines
whether nearest neighbors will have more relevance when
choosing the sample class or if they will all have a uniform
bearing. Both were evaluated in this model, and the weight
for greater relevance was more efficient.

2.3.2. Logistic Regression. Logistic regression aims to gen-
erate a model that, through observations of independent
variables (input attributes), is capable of predicting the
probability of an event to occur, which is usually represented
by a binary variable [10, 17].

To create this model, two parameters were used:
solver and the maximum number of iterations. *e solver
is the algorithm used by the model, and the second pa-
rameter defines the number of times the solver will be
executed. Variations of these parameters, chosen arbi-
trarily, were tested, only for the solver, “lbfgs,” “newton,”
“liblinear,” “sag,” and “saga.” The values used for the
maximum number of iterations were 500, 1000, 1500, and
2000. After using the “GridSearch” tool, the values used
for the mentioned parameters were solver � “lbfgs” and
maximum number of iterations � 500.

Table 1: Statistical parameters, for 64 patients and 52 controls, in addition to the correlation test and resulting p value.

Input variables Patients Control
Normal distribution Mean (standard deviation) Mean (standard deviation) Correlation p value Correlation coefficient
Age (years) 58.182 (18.195) 56.48 (13.92) 0.6624 −0.0369
BMI (Kg/m2) 28.971 (4.162) 28.21 (5.33) 0.1624 −0.1425
MCP-1 (pg/dL) 563.13 (384.10) 499.92 (292.24) 0.3547 0.0948
Abnormal distribution Median (interquartile range) Median (interquartile range)
Glucose (mg/dL) 98.5 (17.02) 87.64 (10.15) <0.0001 0.4561
Insulin (pU/mL) 7.59 (11.71) 5.61 (2.69) 0.0261 0.2061
HOMA 2.24 (3.34) 1.22 (0.94) 0.0028 0.2794
Resistin (ng/mL) 14.64 (14.61) 8.33 (6.12) 0.0016 0.2918
Adiponectin (μg/mL) 8.37 (6.64) 8.24 (5.45) 0.7684 0.0234
Leptin (ng/mL) 18.91 (24.79) 21.45 (24.64) 0.9461 0.0063

Table 2: Confusion matrix.

Predicted value
Real value Yes No
Yes True positive (TP) False negative (FN)
No False positive (FP) True negative (TN)
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2.3.3. Support Vector Machine. To understand how the
support vector machine works, it is necessary to know 4
concepts: the separation hyperplane, the maximum margin
hyperplane, the margin smooth, and the kernel function.
However, the separation hyperplane is the equivalent of a
separation line in a dimension greater than 2. Its role is to
define the boundary between samples so that similar are
together, and when new data are inserted, they are classified
correctly [18]. *e maximum margin hyperplane is what
differentiates the support vector machine from other hy-
perplane-based classifiers. *ere are several ways to separate
two groups. However, the maximum margin hyperplane is
considered the best. For this to happen, the classifier cal-
culates the shortest distance between two samples from
different groups, finds the mean value, and then traces the
hyperplane [19, 20].

*e soft margin occurs when the classifier uses a margin
that accepts wrong classifications for the training data. During
the tests, the classifications have a low percentage of error. *is
situation occurs in databases where at least one sample from a
group X is close to the samples from a group Y [21]. *e kernel
function solves problems where creating a hyperplane or line is
impossible without future classification errors by increasing the
data dimension. For example, the kernel function increases to
two dimensions for a one-dimensional dataset where the hy-
perplane cannot be traced. *e new dimension is the square of
the initial values. In this way, it is possible to draw a corre-
sponding hyperplane for that dataset, which was previously
impossible [22]. For this model, three parameters were used:
kernel, gamma, and C. After using the “GridSearch” tool, the
values chosen for the parameters used were kernel� “poly,”
C� 10, and gamma� 1.

2.3.4. Decision Tree. *e decision tree algorithm consists of
classifying data through the analysis of its attributes to ef-
ficiently represent the knowledge obtained through the input
set. In the model in question, the nodes represent the tests
performed on the attribute values; the arcs indicate the
possible output for a given test, and finally, the leaves show
the final classification of the tree over the dataset [23]. *ree
parameters were used to implement the decision tree al-
gorithm: criterion, random state, and maximum depth. *e
criterion is the function that measures the quality of a di-
vision; two parameters are supported: Gini (Gini impurity)
and entropy (information gain). In addition, the tree has the
maximum tree depth variant, which will define how far the
tree will be branched, and the parameters range from 0 to
infinity. Finally, the decision tree also has the random pa-
rameter state, where the main objective is to control the
randomness of the data; that is, if the number 80 is assigned
to the random state, the data output will always be the same
[24].*e following values were used in themodel: maximum
depth� 2, criterion� entropy, and random state� 100. It is
worth mentioning that these parameters were obtained
through the “GridSearch” tool.

2.3.5. Random Forest. *e random forest model is char-
acterized by performing classification or regression based on

the decision tree model [25]. However, some differences
arise when analyzing the criteria for branching the nodes. In
its application, the algorithm randomly selects the features
that will compose the roots of the trees, thus constituting
different models. *en, the branches are performed using
the same impurity calculations present in the decision tree
model. At the end of this process, the test data will be
classified under the criteria of “n” trees (evaluated from 1 to
300), and by statistical analysis, the sample class will be
inferred. In this work, 19 trees performed better in the
classification. An important parameter to highlight about
this model is creating a “bootstrap,” which means the
generation of a subset of data [26, 27]. In it, the algorithm
randomly selects training data samples, possibly even re-
peated ones, and applies them in the design of the trees. *is
parameter has the function of reducing the occurrence of
“overfitting” and improving the algorithm’s stability. An-
other parameter used was the maximum depth of the trees,
responsible for dictating how many subdivisions each will
not do, that is, the maximum number of subclassifications
made before classifying the sample finally. It was evaluated
in the range of 1 to 10, with the number 7 obtaining the
highest performance. Finally, to avoid randomization of
results, the model declaration still has a parameter called
“random state,” whose function is to standardize training
input selections. In this sense, evaluating the range from 1 to
500, the value 50 was chosen.

2.3.6. Artificial Neural Networks (ANNs). Artificial neural
networks are constituted by simple units (neurons) and are
based on nonlinear mathematical functions to obtain an
organization and generalization of the data. Like the bio-
logical nervous system, neurons are organized by one or
more layers, interconnected by numerous connections
(synapses). In the artificial neural network, the synapses
represent the synaptic weight, responsible for the weighting
of the input data in each neuron; the learning process of a
neural network occurs through numerous iterations and
successive corrections of synaptic weights. Such correction is
only possible after the network provides an output and
performs the comparison with the real output, which rep-
resents the error function. *en, the network will propagate
the data back to the input and correct the applied weights, a
step called “backpropagation.” For the implementation of
the algorithm, six parameters were used: solver, size of
hidden layers, initial learning rate, activation function, the
maximum number of iterations, and state random. *e best
combination was solver� “Adam,” a hidden layer, with 3
neurons, initial learning rate� 0.1, activation� “logistics,”
maximum number of iterations� 200, and random
state� 100.

3. Results and Discussion

*is section will be split into two. In the first one, the results
of the application of the k-fold cross-validation will be
presented and the second from the training/testing division.
It is noteworthy that two considerations were made.*e idea
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is to verify if this dimensionality reduction will improve/
worsen or maintain the same values of performance metrics
as using all 9.

3.1. Cross-Validation. *e data are shown in Figure 1, and
Figure 2 represents the average of the accuracy and sensi-
tivity metrics, respectively, of the ten iterations since cross-
validation was used (to evaluate the generalization capacity
of each of the six models), by the k-fold method, with a value
of “k” equal to 10. Experimentally, this value admits few
prediction errors (“bias” and variance).

According to Figure 1, the support vector machine
model obtained the highest accuracy, for nine variables, in
the cross-validation (76%). For 4 variables, the model with
the highest accuracy was K-nearest neighbors (80.45%).
*en, it can be seen that even with fewer quantitative
learning attributes (which reduce computer processing), it
was possible to obtain better accuracy. In terms of sensitivity,
in Figure 2, the logistic regression model reached the best
result for 9 variables, about the other models, reaching
86.4%. For 4 variables, the artificial neural network model
presented the highest sensitivity, 100%. Again, better per-
formance was obtained for the dimensionality reduction
test, representing an increase of 13.6%.

3.2. Training/Tests

3.2.1. Metrics by the Confusion Matrix. Figure 3 represents
the performance values for 9 and 4 variables. It is noteworthy
that, for the present application, the metric sensitivity is of
considerable importance as it is necessary to reduce as much
as possible the possibility of misclassifying individuals with
breast cancer. As a result, relatively lower values of specificity
can be allowed because if a healthy person is classified as sick,
the most that will happen is that an additional test will be
requested, given that it is necessary. It is worth remembering
that the output of the proposed models does not represent
the absolute truth. On the contrary, if someone who is sick is
defined as healthy, that would be a severe mistake.

In terms of accuracy (total of correct answers for sick
and healthy people) and considering all attributes, the
artificial neural network model obtained the best per-
formance (83.33%). Furthermore, the artificial neural
network algorithm reached 100% specificity (healthy
correctness). Concerning sensitivity (patient correct-
ness), the random forest and decision tree models
reached the best possible result (100%). However, the
random forest reached a higher accuracy (83.3%), and for
this reason, it was chosen as the best model for 9
variables.

Regarding the performance of the models using the 4
variables, the support vector machine model obtained the
best performance in terms of accuracy (79%). Among the six,
three models reached 100% sensitivity: logistical regression,
decision tree, and artificial neural network. Finally, support
vector machine reached 91%, the highest among the models
in terms of specificity.

Again, using the sensitivity and the balance for accuracy,
it is understood that the decision tree achieved greater ef-
ficiency in the proposed classification task. It is also re-
markable to verify that the reduction in the number of
variables used did not result in such a significant general
improvement, analyzing all models.

3.2.2. AUC-ROC Curve. *e ROC curve is the relationship
between the true positive rate and the false positive rate. *e
AUC ranges from 0 to 1, and the closer to 1 it is (far away,
towards the top, from the random prediction AUROC� 0.5)
, the more generalist in learning is themodel; the models that
achieved the highest AUC values, for 9 and 4 variables,
respectively, were random forest (AUROC� 0.881) and
logistic regression/support vector machine (AUROC� 0.86
0). On the contrary, the decision tree model obtained the
worst result (for 9 variables), with AUROC� 0.825, and for 4
variables, the model with the lowest value was the artificial
neural network, with AUROC� 0.119, which represents a
very small learning value.

As the idea was to compare the performance between 9
and 4 input attributes, the parameters found by the
“GridSearch” tool, in the initial situation (with all the var-
iables), were applied in the reduction, 0 to 4. More extreme
values, such as the ANN, become possible with this. *us, in
comparison with the article, in which its best model (random
forest) obtained sensitivity and specificity of 85% and 77%,
respectively, in addition to AUROC� 0.85, the model by
artificial neural networks present in work, for example,
showed 100% sensitivity for 4 variables in the cross-vali-
dation. Furthermore, in the training/test division for 9 at-
tributes, 2 models reached 100% sensitivity, these being the
random forest and decision tree models, while in the use of 4
attributes, 3 models also obtained the maximum perfor-
mance: logistical regression, decision tree, and artificial
neural networks. Furthermore, the support vector machine
model achieved specificity greater than 77% for the divisions
of 9 and 4 attributes. Finally, it is worth mentioning that the
logistic regression model for AUROC reached a result of
0.86, surpassing the model of the cited article.

*e AUROC� 0.881, obtained by the random forest (with
9 entries), exceeded the values of 0.86, 0.71, and 0.849, found,
respectively, by [25–27]. Table 3 shows the best models. For
cross-validation, the artificial neural network, with 4, was
better for presenting 100% of sensitivity, and the logistical
regression, with 9, reached 86.4%. By training/test, with 4,
logistical regression achieved 100% sensitivity and AUROC
0.860, and with 9, random forest achieved 100% sensitivity
and AUROC 0.881. *e final choice of the best topology
between the two evaluation methods is the random forest. By
validation and 4 attributes, the artificial neural network had
just over 50% of accuracy, and the random forest had 83.3%.

4. Conclusions

*e research problem is to compare different machine
learning models in the job of identifying the existence of
breast carcinoma. Two techniques were applied: cross-
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Table 3: Best learning models.

Method of validation
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validation, k� 10, and data division into 80% training and
20% testing. Using the Kolmogorov–Smirnov test and
consequent correlation (Pearson or Spearman), considering
a significance level of 5%, tests were also carried out with the
reduction of 9 attributes to 4: glucose, insulin, HOMA, and
resistin. *e programming was performed on the Google
Colab platform. *e performance evaluation metrics were
accuracy and sensitivity for cross-validation and accuracy,
sensitivity, specificity, and AUROC for training/testing. *e
parameters of the learning models were found by previous
bibliographic research and personal choice, in addition to
using the “GridSearch” command of the Python language.
*e results showed, in general, an approximation of the
results for 9 and 4 attributes, not representing a great im-
provement in saving some exams. As a final result, the
random forest machine learning model, with 19 trees, 7
subdivisions, and random state 50, obtained the best overall
evaluation among all, obtaining 100% sensitivity, 83.3%
accuracy, 64% specificity, and 0.881 AUROC.*e program’s
response can help in the decision-making by the professional
of the health area.
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cluded within the article.

Conflicts of Interest

*e author declares that there are no conflicts of interest.

References
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