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Yuan cosmos is a virtual world linked and created by scienti­c and technological means, which is mapped and interacted with the
real world, and a digital living space with a new social system. With the increasing popularity of data acquisition and production
equipment, people are increasingly convenient to produce multimedia data such as images, graphics, audio, video, animation, and
three-dimensional models. In addition to the rapid development of digital technology itself, the biological information technology
related to digital technology also greatly promotes the emergence of the metauniverse. �is paper aims to study the application of
multimedia digital technology to the ecological scene design of metauniverse space, introduces the related concepts of meta-
universe and multimedia digital technology, expounds the related methods of multimedia digital technology and neural network
related algorithms, and then takes the three-dimensional simulation of the auditory system in the interactive multisensory
simulation system of the constituent elements of metauniverse as an example. �e mel-frequency cepstrum coe�cient (MFCC) is
used to simulate the auditory characteristics of the auditory periphery (cochlea) as the perceptual end of the model. A variety of
bionic mechanisms are used in the model, such as designing the connectionmode of neurons, learning state and release e�ect, and
the regeneration mechanism of neurons. For the veri­cation of the performance of the model, the speech sample database,
including English words and phrases, is recorded and the speech content information recognized by the model bymeans of speech
recognition is experimented. �e experimental results show that, in terms of phrase accuracy, the DN-1 model improves 2.59%
and the DN-2 model improves 2.77% compared with MFCC feature on the basis of mixed features. When only DBN features are
used, the performance improvement rate of the developmental network model is small.

1. Introduction

Multimedia digitization is an innovative technology brought
about by the development of modern computer technology.
Digital media technology has not only changed the original
mode of radio and television production and broadcasting
but also spawned many new production and broadcasting
platforms involved in collecting, editing, and broadcasting.
�e application of digital multimedia is suitable for plat-
forms for the development of modern network environ-
ments. With the existence of mobile Internet and growing
ubiquitous perception systems, such as cameras and voice

controllers citywide, the entire city can be e�ectively col-
lected and processed in real time. �e emergence of smart
phones has greatly promoted the digital mapping process of
individuals. �erefore, smart phones have greatly promoted
the collection of personal data. Using smart phones can
accurately make data portraits for users, thus forming
massive individual uploads of natural information, thereby
building the foundation of Metaverse Space for personal
information and social interaction. Big data has also pro-
moted the development of arti­cial intelligence accordingly.
�e rapid development of arti­cial intelligence in the 20th
century is essentially due to the rapid accumulation of data
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materials, thus forming an evolutionary path with “deep
neural network + big data” as the core method and changing
the long-standing limitations of symbolic logic methods on
the development of artificial intelligence.

Judging from the status quo of artificial intelligence,
although it still lags behind humans in overall cognition and
adaptability, it has approached or surpassed the human
levels in most subfields. (e development of artificial in-
telligence has laid the foundation of intelligent control
technology for the development of the Metaverse Space. In
this context, the traditional concept of “interface design” has
been broken and the interactive display experience design in
a brand-new multimedia environment is carried out.
(rough the research of the paper, it can promote further
development of the comprehensive application of multi-
media interaction technology in the Metaverse Space eco-
logical scene and quickly improve their ability to use
interactive technology in multimedia interface design. By in-
depth research on the realization and research of various
elements in multimedia interactive production technology,
the paper explores the application of designing a brand-new
interactive display and experience environment through the
effective use of multimedia interactive technology.

(e innovation of this paper is that (1) it takes digital
media art as the research object, deeply studies and explores
the radar application cases of digital media art in virtual
reality technology, and summarizes the relevant theoretical
exploration and forward-looking prediction for the future.
(2) In this paper, multimedia digital technology is applied to
the ecological scene design of metaspace, which is innovative
and practical.

2. Related Work

With the passage of time, digital media art has gradually
infiltrated our daily lives. It is not only a new technology but
also a new way of life and aesthetic form. A wealth of research
has been carried out by scholars on digital media arts. Under
the background of contemporary cultural protection and
dynamic inheritance, the interpretation and re-expression of
the artistic connotations of Chinese literati paintings have
become the main direction of heritage research. Digital
technology and multimedia expression have become im-
portant means of cultural expression and dissemination.
Chinese literati paintings are mostly ink paintings. (e
particularity of ink paintings makes it difficult to decompose
and extract the content of the pictures in a simple way, which
to a certain extent causes difficulties in digitization, re-ex-
pression, and public interpretation. To solve this problem,
Zhang et al. proposed a new robust multiview fuzzy clustering
algorithm through multimedia digital technology for image
segmentation of Chinese literati paintings to achieve effective
decomposition and extraction of ancient paintings. In this
way, the electronic and digital conversion and preservation of
literati paintings could be realized. (is preservation method
could preserve the artistry of literati paintings better than the
traditional scanning method and is of great value to the re-
expression and dissemination of cultural heritage [1]. (e
world of communications and computing has changed

dramatically over the past few years. (e advent of social
media hasmade data transfer easier, which has raised issues of
unauthorized use and redistribution of digital content. (is
copyright scheme has hardly affected the publishing rights of
authors and publishers. Hassan et al. proposed a robust
framework to protect copyright property and prevent illegal
use or copying of data in the event that only authorized users
could legally use the data [2]. Evolved Multimedia Broadcast
Multicast Service (eMBMS) is a technology in Long-Term
Evolution (LTE) that provides a broadcast bearer to deliver
video content and files to an unlimited number of users. (e
bearer utilizes multiple cell sites to build a “Single-Frequency
Network” (SFN) area with identical downlink transmissions
over a portion of the LTE Orthogonal Frequency-Division
Multiplexing (OFDM) waveform. (e main data needs are
the Internet, DVB, and higher-speed cellular broadcasting.
(e resulting signals are combined at the antenna of the user
equipment in such a way that adjacent cell sites, which are
usually interfering, become sources of useful signals, thereby
improving the overall signal-to-interference ratio and spectral
efficiency. Luo introduced eMBMS technology and archi-
tecture and evaluated its performance and impact on wireless
network engineering [3]. Dongmei believed that compared
with new media, the biggest advantage of paper media was
that the content was authentic and professional. At the same
time, paper media is more in line with people’s reading habits.
He analyzed the path of the integration of broadcast television
and digital network technology based on the multimedia
editing platform. By analyzing the background and motiva-
tion of the integration of radio and television and new media,
he analyzed the reasons for the successful transformation and
development of related enterprises, explored the path of radio
and television and new media integration, and provided
strategic suggestions for the development of China’s radio and
television [4]. Meng et al. believed that the application of
digital multimedia technology has been the inevitable result of
the social development of higher education, and it was also an
inevitable choice to achieve innovation and development.
(erefore, colleges and universities should strengthen the
emphasis and investment on digital multimedia technology in
the actual teaching process. (e national education depart-
ment should strengthen support and guidance and strengthen
the integration of traditional teaching methods and digital
multimedia technology [5]. Digital multimedia is a computer-
based graphics and image application technology, which is
widely used in the field of design engineering. In his research,
Li analyzed the optimization and development of urban
landscape design under the influence of digital multimedia
technology. In actual work, a large number of display
drawings and information are usually required to express the
intention of landscape design. Li’s research found that digital
technology has strong practical value in garden design [6].
With the development of new media, student management
faces more challenges. New media has a larger network
system, including digital technology and mobile technology.
Wang and Wang innovated the optimization mode of college
student management based on multimedia network platform.
(e diversification of new media has brought difficulties to
the management of college students, and the immediacy of
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new media communication has also brought challenges to
higher education. (erefore, Wang proposed a student
management optimization platform based on information
management technology. While using the emerging multi-
media education platform, teachers also need to continuously
improve management model innovation [7]. (e disadvan-
tages of these research studies are that digital media tech-
nology is still a relatively new art and technology industry,
some theoretical studies are not perfect, and there are still
many practical problems that need to be solved.

3. The Method of Multimedia Digital
Technology forMetaverse Space SceneDesign

(e concept of digital media is based on the leading role and
method of digital technology in information dissemination.
(e concepts of “digital media” and “multimedia” are also
different. (e full name of multimedia should be multi-
sensory media, which is not a kind of media but a technology
and method for digital media to encode, process, store, and
present information [8].

3.1. 
e Application Concept of Digital Media Technology in
Public Art Creation. (e continuous development of digi-
tization has put the current human civilization in a major
historical transformation stage, that is, it is facing the sin-
gularity of civilization development [9]. (e so-called sin-
gularity often refers to discontinuous points with important
special properties in mathematics and physics. In the social
sciences, it refers to those important historical nodes in the
evolution of civilization. Since the evolution of human
civilization, it has a history of tens of thousands of years. In
the long history of human evolution, there are often multiple
significant historical moments, which lead human civiliza-
tion from primitive, backward, and barbaric to a relatively
prosperous human civilization [10].

3.1.1. Digital Holographic Projection Technology.
Holographic projection technology, also known as holo-
graphic 3D technology, is a recording and reproduction
technology that uses the principles of interference and
diffraction to record all information in the reflected light
waves of the object and reproduce the real three-dimen-
sional image of the object [11]. (e related pictures are
shown in Figure 1.

Holographic projection technology has a wide range of
applications and has bright development prospects in ed-
ucation, aerospace, national defense, film and television,
entertainment, and art. Many countries and institutions are
vigorously researching and developing, and it also has very
broad application prospects in the field of public art [12, 13].

3.1.2. VR and AR Technology

(1) Virtual Reality Technology. Virtual reality technology
(abbreviated as VR), also known as spiritual environment
technology, is a computer system that can create and

experience the virtual world. In recent years, medical design,
art, real estate, archaeology, military, entertainment, and
other fields have begun to apply VR technology to their
respective industries, creating large wealth for the society
(Figure 2).

Virtual reality technology integrates digital images,
sensors, multimedia technology, artificial intelligence,
computer graphics, network, and other information tech-
nologies, gradually establishes its brand-new development
achievements, provides a certain degree of support for the
creation and experience of the virtual world, and greatly
promotes the rapid development of information technology.
(e biggest feature of VR technology is to establish an ar-
tificial virtual environment through the computer. (is
environment is to copy other real environments, apply them
to the computer, and produce a new “virtual environment”
or a three-dimensional space formed only through the
computer, and make the user feel immersive.

(2) Augmented Reality Technology. Augmented reality (AR)
superimposes the real environment and virtual objects on
the same screen or space in real time [14]. It does not present
a completely virtual world to users, but superimposes our
real world with virtual objects to produce an experience that
we cannot obtain in our normal state. It can be said that it is
the virtualization and expansion of the real world.

3.2. 
e Origin of the Metaverse Space and Its Components.
With the “Internet+” thinking, wisdom and technology
extend their influence on politics, economy, culture, and life.
With the development and popularization of mobile In-
ternet and the formation of users’ user habits, the growth
momentum of mobile terminal users has slowed down and
the dividend of consuming Internet is gradually decreasing.
(e outbreak of the pandemic in 2020 has caused heavy
damage to the tourism industry, and the consumption and
travel modes of tourists are undergoing changes. “Cloud
tourism” and “cloud live broadcast” further expand the
online digitization process of users. With the advent of the
concept of “meta,” the Internet has become a hot spot in the
industry.

3.2.1. From the Internet to the Universe. (e development of
artificial intelligence has laid the foundation of intelligent
control technology for the development of metauniverse. In
addition to the rapid development of digital technology
itself, the biological information technology related to digital
technology also greatly promotes the emergence of the
metauniverse. In recent years, a series of developments in
human-computer interaction of biological and digital
technology, especially the coupling development of the
nervous system and electronic systems, are of great help to
the development of metauniverse. It mainly includes three
categories: one is the motion perception system [15]. (e
whole body sensors can accurately perceive human actions
by digital processing. At present, they have been fully applied
in the field of entertainment, especially in the field of film.
(e second is organ perception and feedback system, such as
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artificial cochlea, electronic skin, and tactile gloves. Artificial
cochlea has been widely used in medicine. In essence, it is an
artificial organ that directly acts on the nervous system.
Electronic skin and tactile gloves can more accurately
measure and perceive fine hand movements and imitate
various feelings to feed back to the skin. At present, it is
applied in some very high-end manufacturing and medical
fields [16, 17]. (e third is brain wave control and brain
interface: one is not deep into the skin and uses brain waves
emitted by the brain to control digital devices; the other is to

directly connect the nerve to the electrode to form a bio-
logical electronic nervous system. (e former has been
applied in many fields. For example, there are civilian
products for UAV control, while the latter still has ethical
and technical difficulties.

In addition, the expansion of a series of digital tech-
nologies in all aspects of economy and society, including
blockchain, e-commerce, online games, digital economy,
and smart cities, has made the corresponding technical
preparations for the emergence of the metauniverse, which

(a) (b)

Figure 2: VR experience.

(a) (b)

(c) (d)

Figure 1: Digital holographic projection.
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makes the birth of the met-universe a natural and desirable
product [18].

(e connotation of metauniverse is to absorb the
achievements of information revolution (5g/6g), Internet
Revolution (Web3.0), artificial intelligence revolution, and
virtual reality technology revolution including VR, AR, and
MR, especially game engine, and show mankind the pos-
sibility of building a holographic digital world parallel to the
traditional physical world.

(e technology group supporting the metauniverse in-
cludes five parts: (1) network and computing technology; (2)
artificial intelligence; (3) video game technology; (4) display
technology: VR, AR, and MR; (5) blockchain technology.

3.2.2. Elements of the Yuan Universe

(1) Highly Immersive 3D Visual Experience. As a high degree
of simulation of the real world and the formation of indi-
vidual immersive experience, the first thing to form is the
natural substitution of the visual system, which requires a
higher degree of accuracy of the 3D visual system.

(2) Interactive Multisensory Simulation System. Simulating
vision alone is far from forming a metauniverse. Human
exploration in the field of nature depends not only on vision
but also on hearing, smell, taste, touch, and other sensory
organs to perceive the world [19]. (erefore, the highly
realistic metauniverse must form an all-round perceptual
simulation, not just a visual simulation. At present, the
stereo simulation of the auditory system has developed to a
high level, and its algorithm is relatively simple, but for the
simulation of multiple sound sources in a complex scene, a
more powerful algorithm simulation is still needed. (e
simulation technology of taste and smell system is relatively
slow to develop, mainly because the human taste and smell
system is too complex to form a compound taste and smell,
which needs the support of more complex chemical tech-
nology. For example, it is still difficult to form a complex and
accurate flavor through a simple concentration of the
proportion of chemical raw materials. (ere are far from
enough scenes of smell and taste in the existing entertain-
ment scenes; therefore, it is difficult to form a commercial
development [20].

(is paper will take the stereo simulation of the auditory
system as an example.

(3) Simulation of Natural Systems. To achieve more realistic
scenario simulation, metauniverse must be able to accurately
simulate natural systems; otherwise, it is an upgraded online
game. (is requires that the metauniverse can accurately
simulate the natural systems and phenomena on the earth,
including pure natural systems such as weather systems,
ocean system, and biological systems, as well as the simu-
lation of physical and chemical changes caused by human
operations. In the current 3D system, preliminary simula-
tion has been roughly achieved. For example, with the
change of time, there will be changes in the rise and fall of the

sun, wind, frost, rain, and snow. (e recent illusory engine
can even make the light and shadow close to the real picture.
However, these are only preliminary visual simulations. To
accurately simulate the objects in the metauniverse, we need
to model a large number of objects at different levels.

(4) Intelligent Scenes with Strong AI. Whether it is the en-
tertainment purpose of metauniverse or other life and work
purposes, its value is not only to provide a pure 3D im-
mersion digital analog place but also to provide each user
with greater freedom, richer event activities, and more
convenient service perception. (is requires a variety of
highly anthropomorphic social scenes in the metauniverse.
Of course, in the early stage, the metauniverse can integrate
different special AI algorithms through the support of
powerful computing power to form the early general in-
telligence. With the further development of the general AI
model, the digital subject formed by AI can evolve by itself in
the metauniverse to form a digital subject in line with the
internal situational characteristics of the metauniverse.

(5) Participation and Entry of a Large Number of Social
Subjects and Behaviors. (e above elements are actually the
technical preparation or objective elements of the meta-
universe, forming the environmental basis of the meta-
universe. (e final formation of the metauniverse requires
the entry of more abundant natural persons, to form
various rich practical scenes similar to the real society. (is
mainly includes several categories: first, entertainment
scenes. (is is the original motivation of the metauniverse.
(e interaction between humans and AI is always a lack of
realism. (is feeling not only comes from the rigidity of AI
but also produces digital estrangement due to the inability
to integrate it with offline even after AI is highly intelligent.
(erefore, the integration of more social real individuals
will make the metauniverse more vivid and entertaining.
(e second is the working scene. Various current online
communication mechanisms, such as online meetings, can
be nested into the scene of the metauniverse to replace most
of the offline actual communication. (e third is the
consumption scenario. (e vast majority of today’s
e-commerce systems can display and interact in a more
realistic form in the metauniverse. (e fourth is the social
scenes. Metauniverse is an immersive virtual space in
which users can carry out cultural, social, and entertain-
ment activities. Its core lies in the bearing of virtual assets
and virtual identity. Also, its four technical pillars are
blockchain, game, network computing power, and VR [21].
As a high degree of simulation of the real world and the
formation of individual immersive experience, the first
thing to form is the natural substitution of the visual
system, which requires a higher degree of accuracy of the
3D visual system. (e seven elements that make up the
metauniverse are shown in Figure 3.

In short, the value of the metauniverse is to enable the
vast majority of human activities to reproduce in the
metauniverse, to form a more convenient digital twin sys-
tem.(is requires that the metauniverse can be supported by
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the vast majority of natural people and participate in its
construction. It is not just a unilateral passive park. (is
means that the metauniverse will be an open digital space
system with three-dimensional depth. (e ultimate pros-
perity of this space system depends on the participation and
construction of countless subjects, and metauniverse is a
more infrastructure developer [22].

3.3. Fundamentals of a Metaverse Space-Based Interactive
Virtual Auditory Environment Real-Time Rendering
System

3.3.1. Neuronal Competition Mechanism

(1) Related Concepts of Neural Network. Artificial neural
networks (abbreviated as ANNs) are also referred to as
neural networks (NNs) or connection model. It is an al-
gorithmic mathematical model that imitates the behavior
characteristics of animal neural networks and carries out
distributed parallel information processing. Neural network
is a technology to simulate human intelligent behavior. (e
structure of a single neuron is shown in Figure 4.

It is similar to a nonlinear threshold device with multiple
inputs and unique outputs. Define the input vector of the
neuron:

A � A1, A2, A3, . . . , An􏼂 􏼃
T
. (1)

Define weight vector ε:

ε � ε1, ε2, ε3, . . . , εn􏼂 􏼃
T
. (2)

z is the threshold of neurons, and F is the activation
function of neural elements. (en, the neuron output vector
B is

B � 􏽘
N

j

Ajεj + z⎛⎝ ⎞⎠. (3)

(2) Neural Network Type. According to the network archi-
tecture, neural networks can be divided into feedforward
neural networks and recursive neural networks [23]. (e
neurons in the feedforward network are arranged in layers,
and each neuron is only connected to the neurons in the

The seven
elements of the
meta universe

experien
ce

find

Creator
economy

infrastr
ucture

human-
computer

interaction

Decentr
alizationSpatial

computing

Figure 3: (e seven elements of the metauniverse.

Input signal

Sum/
Activation function

X1

X2

X3

Xn

0\1 ∑/F (Z)Activation
function

Figure 4: Neuron structure.
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upper layer. Figure 5 shows an example of a feedforward
neural network.

3.4. RelatedTechnologies ofDeepNeuralNetwork. In real life,
the deep neural network is widely used to extract and analyze
image semantic features, which lays a solid foundation for
the research of image classification technology.

3.4.1. Development of Deep Neural Network Learning.
People began to study neural networks very early. (e
perceptron model is a basic criterion based on modern
neural networks. It is a network model that can realize the
function of classification and recognition through training
[24]. It is a real neural network.

3.4.2. Deep Neural Network Model. Deep learning tech-
nology originated from neuroscience, also known as deep
neural network. Because the current deep neural network
mainly uses convolution structure, deep neural network is
sometimes called deep convolution neural network. Ma-
chine learning is a method to realize artificial intelligence.
Machine learning is the process of analyzing and training a
large amount of data by using algorithms. Deep learning
originated from a perceptron-based artificial neural net-
work.(e first-generation neural network perceptron model
is shown in Figure 6.

(1) RBM Neural Network. Further research on the RBM
model is one of the core contents of deep learning, which is
of great significance. (e RBM energy model is shown in
Figure 6.

RBM is an undirected graph probability model, which is
based on energy. We define the joint probability distribution
by combining the energy function of the input layer vector x
and the hidden layer vector h as follows:

p(x, h) �
e

− energy(x,h)

z
, (4)

where the normalization constant Z � 􏽐x,he− energy(x,h). (e
marginal probability distribution of the observable input
data X is

p(x) � 􏽘
h

p(x, h) � 􏽘
h

e
− energy(x,h)

z
. (5)

Introduce free energy to change equation (5) into

p(x) �
e

− freeEnergy(x)

z
. (6)

Z � 􏽐xe− freeEnergy(x) in equation (6), i.e.,

freeEnergy(x) � −log􏽘
h

e
− energy(x,h)

. (7)

θ represents the parameters of the model, which can
be obtained by taking the logarithm and derivation of
equation (6):
z log p(x)

zθ
� −

zfreeEnergy(x)

zθ

+
1
z

􏽘

􏽢x

e
− freeEnergy(􏽢x)zfreeEnergy(􏽢x)

zθ

� −
zfreeEnergy(x)

zθ
+ 􏽘

􏽢x

p(􏽢x)
zfreeEnergy(􏽢x)

zθ
.

(8)

To deal with the difficult calculation of RBM partition
function, the approximate value of log likelihood gradient
z log p(x)/zθ is usually used for training. (e model pa-
rameter update rule is defined by the free energy gradient of
the sample x∼ p (x) subject to the data distribution and the
sample 􏽢x ∼ p(􏽢x) subject to the model distribution as follows:

E􏽢p
z log p(x)

zθ
􏼢 􏼣 � −E􏽢p

zfreeEnergy(x)

zθ
􏼢 􏼣

+ Ep

zfreeEnergy(􏽢x)

zθ
􏼢 􏼣,

(9)

where p is the model probability distribution, E􏽢P
and EP are

the expected values under the corresponding probability
distribution, and 􏽢p is the empirical probability distribution
of the training dataset. (e first term of equation (9) is
relatively simple, which is generally replaced by the ex-
pectation of training samples; the second item contains the
samples obtained from model P. Generally, samples are
sampled by Monte Carlo Markov chain (MCMC) algorithm.

(2) Self-Coding Network. Automatic coder is an unsuper-
vised learning algorithm, which adopts a backpropagation
algorithm and is mainly used for high-dimensional complex
data processing or feature extraction. (e self-coding net-
work is a special feedforward neural network, which is
mainly used in dimensionality reduction, nonlinear feature
extraction, expression learning, and other tasks [25]. (e
structure is shown in Figure 7.

X1

X2

Xn

V1

V2

V3

Y1

Yn

.

.

.
.
.
.

Figure 5: Schematic diagram of the forward network structure
with feedback from input to output.
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(e automatic encoder is mainly composed of an en-
coder and a reconstructed decoder. (e encoder can be
represented by function D � F(x), and the decoder can be
represented by function S � J(D). (e main function of the
encoder is to extract features from the input data, while the
function of the decoder is to restore the features extracted by
the encoder to the original information. (e relevant for-
mula is as follows:

Di � F Qxi + B( 􏼁,

􏽢xi � F Q′x + A( 􏼁,
(10)

where F represents the nonlinear activation function, which
is generally a sigmoid function, and Q � 􏽐

N
i�1 Qijxi and Q′ �

􏽐
M
i�1 Qijxi are the weight matrix of the encoder and decoder,

respectively. B and A are the deviations of hidden layer D
and input layer x, respectively. Because of the limited ability
of single-layer automatic encoders to extract signal features,
SVM, softmax, and other classifiers are generally added to
the automatic encoder.

(3) DBN Model Structure and Training. Deep belief network
(DBN) is a typical deep learning network model, which is
mainly stacked by a restricted Boltzmannmachine (RBM) or
automatic encoder. (e RBM structure and its learning
algorithm have been introduced in the previous two

sections. In this section, multiple RBMs are stacked to form a
deep belief network, and the DBNwith three-tier structure is
selected as the speech feature of this chapter. (rough layer-
by-layer greedy and training, a deep belief network with
three-layer structure can be obtained. (e model structure is
shown in Figure 8. In this paper, the output eigenvector of
DBN is taken as the input eigenvector of the developmental
network model, and the speech data in this paper are one-
dimensional [26].

As can be seen from Figure 8, the DBN is formed by the
superposition of multiple RBMs, with one visible layer and
the others as a hidden layer or output layer. (e layer nodes
are connected to each other, and there is no connection
between the nodes in the layer. (e training and learning of
DBN network mainly have two processes: training process
and fine-tuning process. (e training of DBN is carried out
layer by layer, that is, the output of the previous layer is used
as the input of the next layer.

(4) DN Learning Algorithm. Developmental network (DN) is
a new intelligent neural network proposed for simulating the
autonomous mental development of the human brain. (e
DN model is evolved from the LCA network, and the
learning algorithm of DN is based on the LCA algorithm.
(e leaf component analysis method can be understood as a
biology-based in situ learning algorithm, which is possible.

X1 X2 X3

V2 V3 V4

Y1 Y2

Input
layer

Hidden
layer

Output
layer Y1 Y1

X3

Figure 7: Self-coding network structure with only one hidden layer.

...

...

h

x

Visible unit

Hidden unit

Figure 6: RBM energy model.
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(e meaning of the concept of “leaf” can be understood
through two simple concepts: leaf region and leaf compo-
nent. (e leaf region refers to several components of the
mapping space, and each part represents a leaf region. (e
leaf component is discussed for each leaf region, which
means that in a leaf region, a vector is used to approximate
the surface of the leaf region, and the vector used as the
representation is the leaf component of the region. From the
concept of leaf region and leaf component, we can see that
the leaf is related to a certain region. Region refers to a
certain region, and the component is the component of the
region. It is conceivable that leaves represent regions with
certain characteristics. For several regions divided in the
mapping space, the selection principle of the region optimal
component is to make all or more samples in the region fall
on this vector or distributed on both sides of this vector as
much as possible.

3.5. Establishment of an Interactive Multisensor Simulation
System for Metauniverse Based on Convolutional Neural
Network. Convolutional neural network is essentially an
end-to-end mapping from one end to the other, and the
content of the network model is this end-to-end mapping
rule. (ere is no explicit mathematical expression for this
rule. It comes from learning by recognizing a large number
of training data. In the process of training, all weights need to
be initialized. Generally, small random numbers are used to
initialize the network. (e purpose of doing so is to avoid
reaching saturation in advance due to the influence of some
weight abnormal items in the process of training because too
large weight items will lead to training failure. Second,
because of the random nature of random numbers, different
values will be generated, which can ensure the normal
training and learning of the model. (e training process is
described below.

(e training process includes four steps and can be
divided into two main stages:

(1) (e first stage is the forward communication stage.

(1) Take a sample (A, Bv) from the dataset and input it
into the network.

(2) Calculate its corresponding actual output Uv.
At this stage, the sample information is transformed
from the input layer to the output layer. (e ex-
pression of the execution process of the network is

Uv � gn . . . g2g1 AvT
1

􏼐 􏼑T
2

􏼐 􏼑T
n

. . .􏼐 􏼑. (11)

(2) (e second stage is the backpropagation stage.
(1) (e difference between the actual output value Uv

and the ideal output value Bv is taken as the error
value.

(2) Adjust the weight coefficient by minimizing the
error.

(e above two stages of operation have accuracy re-
quirements. Here, Ev is defined as the error size of the vth
training sample in the model. (e overall error of the whole
network model is defined as E, and the mathematical de-
scription is as follows:

Ev �
1
2

􏽘

n

j�1
Bvj − Uvj􏼐 􏼑

2
,

E � 􏽘 Ev.

(12)

As can be seen from the above description, the input
sample data first carry out forward propagation to calculate
the error, then carry out backpropagation to transfer the
error layer by layer, and then adjust and update the weight.
To fully describe the training process, the number of input
layer, hidden layer, and output layer are o, P, and Q,
respectively.

Set separately

A � a1, a2, . . . , ao( 􏼁, (13)

which is the input vector added to the network,

R � r1, r2, . . . , rp􏼐 􏼑, (14)

which is the middle-layer output vector,

B � b1, b2, . . . , bq􏼐 􏼑, (15)

which is the actual output vector of the network, and

C � c1, c2, . . . , cq􏼐 􏼑, (16)

which represents the target output vector of each module of
training data. (e weight from output unit I to intermediate
unit J is set as Wij, and the weight from intermediate unit J to
output unitm is set as Tjm. (e thresholds of the output unit
and the intermediate unit are represented by εm and φj.

(us, the output of the middle layer is

Sj � g 􏽘
o

i�0
WijAi + φj

⎛⎝ ⎞⎠. (17)

(e output of the output layer is

RBM

Hidden
layers

Figure 8: DBN model structure diagram.
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Bm � g 􏽘

p

j�0
TnRj + εm, (18)

where g(•) is the excitation function, and the sigmoid
function adopted above is expressed as follows:

g(A) �
1

1 + E
− ma. (19)

4. Experiment and Analysis of Auditory
System in an Interactive Multisensory
Simulation System Based on Metauniverse

In this paper, the auditory system in the interactive mul-
tisensory simulation system based on the metauniverse is
experimented. Combined with the developmental network,
the developmental network auditory model of the human
auditory system is roughly constructed. (e auditory
characteristics of the auditory periphery (cochlea) simulated
by mel-frequency cepstrum coefficient (MFCC) are used as
the perceptual end of the model. A variety of bionic
mechanisms are used in the model, such as designing the
connection mode of neurons, learning state and release
effect, and the regeneration mechanism of neurons. For the
verification of the performance of the model, record the
speech sample database, including English words and
phrases, and experiment the speech content information
recognized by the model by means of speech recognition.

4.1. Experiment and Development Network Analysis. To test
the influence of DBN features on the performance of the
developmental network model, the parameters of DBN
feature extractor are reasonably set and the matching
threshold of the developmental network model is set to 0.95
to make the model in the optimal state. On the basis of
MFCC features, the DBN feature extractor is used to extract
depth features (mixed features) for the recognition experi-
ment of English words and phrases in the developmental
network model. In the experiment, MFCC features, DBN
features, and the combined features (mixed features, i.e.,
MFCC+DBN features) are compared in the recognition
performance of the developmental networkmodel.(eDBN
feature in the experiment refers to the feature obtained by
the DBN feature extractor after the simple preprocessing
described in the previous chapter. (e specific experimental
results are shown in Tables 1 and 2.

From the experimental results in Tables 1 and 2, it can be
seen that the new features extracted by the DBN feature
extractor based on MFCC features have significantly im-
proved the recognition performance of English words and
phrases compared with MFCC features. Among them, for
the correct recognition rate of English words, the DN-1
model is 1.66% higher than MFCC feature on the basis of
mixed features and the DN-2 model is 1.86% higher than
MFCC feature. (ere is little difference in the performance
change rate between the two. In terms of phrase accuracy,
the DN-1 model improves 2.59% and the DN-2 model

improves 2.77% compared with MFCC feature on the basis
of mixed features. When only DBN features are used, the
performance improvement rate of the developmental net-
workmodel is small.(e reason for this phenomenon is that,
on the basis of MFCC features, the multilayer structure of
deep belief network is conducive to the decomposition and
reconstruction of speech features and can improve the
correlation of speech features. (e correlation of speech
conceptual features is improved, and the performance of the
developmental network model will naturally be improved.
Based on the analysis of the above results, the performance
comparison results of the two types of developmental net-
work models with mixed features can be obtained, as shown
in Table 3.

Table 3 shows the comparison results of the recognition
performance of DN-1 and DN-2 models for English words
and phrases based on the mixed features. In this paper, the
mixed features refer to the new features extracted by the
DBN feature extractor based on MFCC features. It can be
seen that the deep belief network is introduced into the
model x area to deeply extract the input information fea-
tures. Whether it is the DN-1 model or DN-2 model,
compared with the MFCC features in Section 4, the per-
formance of the development network model has been
greatly improved, which shows that it is feasible to introduce
the deep belief network as the feature extractor.

4.2. Performance Comparison of Various Speech Recognition
Models. To reflect the performance of the model in speech
recognition, the recognition rate of this model and other
models under the same experimental conditions is com-
pared through experiments. (e same experimental con-
ditions refer to the use of the self-recorded speech database,
the same training sample set and test sample set, and the
same new speech feature extraction method. Other models
are dynamic time warping (DTW), hidden Markov model
(HMM), improved backpropagation neural network (BP),
and convolutional neural network (CNN). DTWmatches by
calculating the minimum cumulative distance between the
two vectors, which requires the training sample set as the

Table 1: Correct rate of English word recognition under different
features of the developmental network model based on meta-
universe context (%).

Model type DN-1 model DN-2 model
MFCC 92.11 95.32
DBN 93.01 96.02
MFCC+DBN 94.55 97.52

Table 2: Correct rate of phrase recognition based on the devel-
opmental network model in metauniverse context under different
features (%).

Model type DN-1 model DN-2 model
MFCC 85.44 91.88
DBN 86.88 92.54
MFCC+DBN 88.06 93.99
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template. (e HMMmodel sets six states, and each state has
three mixed Gaussian probability density functions. In the
BP neural network, the selection of the number of hidden
layer neurons is essential. In the experiment, the number of
hidden layer neurons is 35 and the structure is 3 layers. (e
selection principle of DN-1 and DN-2 model parameters is
to optimize the recognition performance of the model. CNN
selects the maximum pool size of 3, and the step size of the
pool window is set to 3. Experiments are carried out on the
above speech recognition models and repeated 10 times to
obtain the steady-state value or average value as the rec-
ognition result, as shown in Figure 9.

It can be seen intuitively from Figure 9 that, for simple
English words and phrases in low-noise environment,
compared with the traditional speech recognition model, the
developmental network model constructed in this paper
generally has high recognition rate, strong antinoise ability,
and small difference in recognition rate between English
words and phrases. Compared with CNN in neural network,
the recognition rate of the model constructed in this paper is
slightly lower than that of CNN. (e reason for this phe-
nomenon does not rule out the influence of model structure
parameters.

5. Discussion

As an important historical node of human civilization, the
Metaverse Space requires the high attention and vigilance of
the whole society at the beginning of its birth.(eMetaverse
Space itself has three natural drawbacks, namely, know-
ingness, certainty, and nonpractice. (erefore, the gover-
nance of the Metaverse Space must adhere to the
pregovernance orientation of embedding the Metaverse
Space in the real society and forming a symbiotic civilization.
(is requires the common vigilance and awareness of all
human beings, from the elite to the public, as well as the
restriction and guidance of national policies and regulations.
(e idea that the Metaverse Space will form a completely
self-circulating and unregulated virtual universe is very
dangerous and wrong. (e return of human civilization
must be the extension of civilization based on the real world,
rather than the self-limitation of the digital world.

Virtual reality technology uses computers to virtualize
real objects to construct a simulated world. With the con-
tinuous extension of the network, corresponding digital
technologies are also advancing simultaneously, such as big
data and artificial intelligence technology. (e full pene-
tration of the network in society is bound to form a con-
tinuous digital mapping of the real world because only
through digital collection and construction can interactive
transmission be carried out on the network. It can be said
that networking is the main thread of the digital process.

Enhancing visual authenticity and vividness enables
people to feel a stronger visual experience and psychological
experience. In strengthening the information conveyed, we
show design pays more attention to the relationship between
virtual objects, the relationship between reality and objects
in the virtual world, and the study of the way information is
conveyed, rather than focusing on the relationship between
real objects and people.

6. Conclusion

At present, the research of machine vision has not become a
perfect subject, which has great significance compared with
the research of human hearing. Human auditory system is
an important channel of information second only to the
visual system. It has superior performance in listening,
sound and object discrimination, which is unmatched by
computers. Aiming at the channel structure of the human
auditory system for speech information processing, com-
bined with the basic theory of developmental networks, this
paper roughly simulates the human auditory system and
establishes an artificial auditory model. Before the estab-
lishment of the model, this paper briefly introduces the
structure and information processing pathway of the human
auditory system, expounds the basic theory of develop-
mental networks in detail, and finally explores the estab-
lishment of the model and the performance of the model.

(e emergence and development of digital media have
promoted the expansion of information communication
from one-way communication to interactive two-way
communication. (erefore, information communication
design should not only pay attention to the link of infor-
mation expression but also pay attention to the interactive
process of information communication. In this way, as a part
of the visual expression of information, visual communi-
cation design should not only express information through
design forms but also consider the experience and emotion
of information recipients or audiences to achieve the ef-
fectiveness of information transmission. (e media

DTW HMM BP DN-1 DN-2 CNN
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Figure 9: Comparison results of recognition rates of different
speech recognition models.

Table 3: Comparison of DN-1 and DN-2 model performance in
mixed characteristics (%).

Identify object English words Phrase
DN-1 model 92.66 89.10
DN-2 model 95.58 93.01
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represented by the network has been popularized and ap-
plied, and all kinds of multimedia technology, interactive
technology, and virtual reality technology have begun to
enter people’s lives, which provides a broader platform and
unpredictable possibilities for visual design. Digital design
software also provides more convenience for design.
However, no matter how many technical forms are, they are
just the carriers of ideas, and the blind worship of technology
is not what we pursue. (erefore, designers need to travel
with things not tired of technology, open up design thinking,
pay attention to the thinking of the essence of design, and
make meaningful design to promote the progress of human
thought.
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