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The purpose of educational data mining is to find the internal relations and laws hidden in the massive educational data and help
students’ learning and teachers’ teaching and management. The prediction and analysis of student achievement can improve the
way of training students and promote the improvement of teaching quality. This paper proposes a student grade prediction
algorithm based on a DTGA-BP (decision tree genetic algorithm-back propagation) neural network to predict better and
analyze students’ grades. Firstly, the algorithm preprocesses the data with a correlation analysis method to generate the initial
population. Then, the feature selection of evaluation indexes is carried out through DTGA decision tree, and the number of
hidden layer neurons is optimized. Finally, the crossover probability and mutation threshold of the BP neural network are used
to optimize the initial weight. The experimental results show that the prediction results of this algorithm are more consistent
with the actual results, more scientific and accurate than the traditional methods, and can provide better services for teaching
and management.

1. Introduction

With the development and maturity of database technol-
ogy, the amount of data generated in people’s daily activ-
ities such as life, study, and work increase exponentially.
Data storage has exceeded the ability to use data, so it is
of great significance to extract meaningful information
from a large amount of data [1]. The development of data
mining technology has gradually expanded its application
fields and has been successfully applied in business,
healthcare, marketing, retail, manufacturing, justice, engi-
neering, and other areas [2]. Data mining technology plays
a vital role in stock prediction, anomaly detection, cus-
tomer group division, and other issues [3]. However, in
education, there are few successful cases of research based
on data mining technology [4]. With computer technology
and network technology development, student information
management systems and teaching management systems
can be popularized and promoted. The teaching data in
the teaching platform is proliferating, but data utilization
is still confined to simple query and screening [5]. Stu-
dents’ scores are often dealt with in simple operations

such as average score, maximum score, and mean square
deviation, and the relationship between scores cannot be
found [6]. For example, what factors affect students’ per-
formance are the key factors. Are all problems worthy of
in-depth exploration, let alone predicting the future devel-
opment trend of students from the current students’ per-
formance and behavior [7]?

To improve teaching quality and formulate reasonable
talent training programs, many scholars began to pay atten-
tion to the application of data mining technology in the field
of education and teaching [8]. Educational data mining
refers to the process of data analysis in which data mining
technology is used to automatically retrieve many teaching
data and sort out relevant information. Thus, adequate
potential information in teaching data can solve problems
in teaching practice [9]. It provides teaching suggestions
and theoretical support for teaching administrators,
teachers, students, and other related personnel in education.
Prediction of student performance is a vital content in edu-
cation data mining, and student performance is an essential
basis for evaluating teaching quality [10]. With the popular-
ization of information technology, many students’
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homework scores and test scores have been accumulated in
the form of electronic data in the school teaching manage-
ment system and curriculum operation system [11]. It is
worth studying how to mine these data effectively to
improve teaching quality.

At present, the prediction and analysis of students’
scores and the mining of key influencing factors of scores
have attracted the attention of scholars at home and abroad
[12]. Regarding student performance prediction, literature
[13] selected several typical learning behavior characteristics
from many behavioral aspects of MOOC learners and use
the desired features to predict whether learners can complete
the learning task and obtain the certificate to find out the
potential serious learners. In literature [14], eight important
attributes are selected by calculating the information gain
rate of each attribute among the 18 features that affect stu-
dents’ performance, and the eight essential attributes are
used to construct a decision tree to predict students’ perfor-
mance. In terms of the mining of influencing factors of stu-
dents’ scores, literature [15] conducted a study on the scores
of 300 students in an Indian university and found that stu-
dents’ scores were greatly influenced by factors such as home
address, family annual income, mother’s education, living
habits, and students’ historical scores. Literature [16] pro-
posed that students’ sociodemographic characteristics (such
as race, gender, and economic status) and academic charac-
teristics (such as school type and school performance) are
closely related to their academic performance. Literature
[17] proposed that the principal component analysis-radial
basis function, principal component analysis (PCA), is used
to reduce the data dimension. Although the prediction accu-
racy is improved, the influencing factors of students’ scores
are not obtained, reducing the model’s comprehensibility.
Literature [18] uses the BP neural network to predict stu-
dents’ scores, but the prediction accuracy of the BP neural
network is low. Literature [19] puts forward a prediction
model for students’ grades, which uses the method based
on feature selection regression and neural network to predict
students’ grades. Literature [20] proposed a modified GM ð
1, 1Þmodel based on the variation of the difficulty coefficient
of the test paper. It only takes the difficulty coefficient of the
test paper as the standard to predict students’ test scores, but
the model is not practical enough.

Due to individual differences, students will have signifi-
cant differences in learning results. The teaching quality
can be improved if the students’ future grades can be pre-
dicted by using their existing grades, and teaching strategies
can be appropriately changed, and students can be given
hints based on the expected results. This paper presents a
student achievement prediction algorithm based on the
DTAG-BP neural network. The algorithm simplifies the
input by calculating the correlation coefficient. By improving
the structure of neural network based on decision tree, the
optimal decision tree is generated, and the number of hidden
layer nodes and the optimal feature combination are deter-
mined. At the same time, a genetic algorithm is introduced
to optimize the initial value and threshold of the BP neural
network, and the training samples of fitness function are
selected to meet the target requirements. The optimized

DTAG-BP neural network prediction model can predict stu-
dents’ grades. At the same time, provide online classroom
quality feedback for teachers, to better understand students’
knowledge and improve teaching efficiency.

2. The Algorithm Is Proposed in This Paper

2.1. Correlation Analysis. Correlation analysis is a statistical
method to study the relationship between observed values.
At the same time, the correlation direction and degree of
dependence among variables are discussed, and the correla-
tion among random variables is analyzed. In this paper, the
correlation analysis method is used to calculate the correla-
tion between the grades of introductory courses and the
grades of target courses. The influence degree of the grades
of introductory courses on the grades of target courses is
analyzed.

The Pearson correlation coefficient is generally used to
study correlation in correlation analysis. It is defined as
shown in

ρ = ∑N
x=1 ix − ið Þ jx − jð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑N
x=1 ix − ið Þ2∑N

x=1 jx − jð Þ2
q : ð1Þ

In the formula, let ix be the result of a basic course of stu-
dent xðx = 1, 2, 3⋯ ,NÞ. i is the average grade of the foun-
dation course. jx is the target course grade of
xðx = 1, 2, 3⋯ ,NÞ student. j is the average score of the tar-
get course. N is the total number of students collected. The
value of ρ ranges from [-1,1]. If the value is greater than 0,
it indicates a positive correlation. If the value is less than 0,
it indicates a negative correlation. If the value is 0, it indi-
cates no correlation.

2.2. BP Neural Network Model. The back propagation (BP)
neural network is one of the most widely used classification
models in neural network algorithms. As its application
range increases, the BP neural network begins to show some
problems that cannot be solved by itself. For example, it is
easy to fall into a local minimum, the learning convergence
speed is slow, and there is no practical method for selecting
input parameters [21]. The design of the BP neural network
model mainly includes the input layer, hidden layer, and
output layer, and its structure is shown in Figure 1. The gra-
dient descent method is used to learn and correct, and the
mean square error is minimized. Then, the weights are
adjusted continuously during the training process. The
learning process is divided into the following steps.

Step1: input the sample data of the training set and cal-
culate the output values of neurons of each layer from the
input layer to the output layer according to the structure of
the BP neural network and the determined weights and
thresholds

Step2: calculate the error between the predicted output
value and the expected output value and constantly adjust
the weight from the input layer to the hidden layer and from
the hidden layer to the output layer
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Step3: repeat Step1 and Step2. When the error value
within the specified range is reached or the training times
are over, the learning is completed

The training process is divided into the following steps:
Step1: initialize the weights. The formula is as follows:

My sð Þ = M0y sð Þ,M1y sð Þ,⋯,Mty sð Þ� �
, y ∈ 1,w½ �, ð2Þ

where t is the number of nodes in the input layer, w is
the number of nodes in the hidden layer, s is the number
of learning steps, and MyðsÞ is the weight matrix after learn-
ing s steps

Step2: input training sample set fIu, dug, where Iuis the
input vector, duis the output vector, and u is the current
serial number of the training sample

Step3: calculate the actual output value. The formula is
as follows:

Ou
y = f MS

y sð ÞIu
� �

ð3Þ

Step4: update the weights of each neuron. The formula is
as follows:

My n + 1ð Þ =My nð Þ + β duy − ouy nð Þ
h i

Iu, ð4Þ

where β represents the learning rate, β ∈ ½0, 1�, and is
used to update the speed.

Step5: repeat Step2. When the error value or training
times within the specified range is reached, the training is
completed

2.3. DTGA-BP Combined Model. The DTGA-BP combined
model uses the decision tree algorithm and genetic algo-
rithm to optimize the BP neural network. The decision tree
algorithm improved the selection and structure of input
parameters of the neural network. The genetic algorithm
optimized the initial weights of the neural network with
improved selection strategy and crossover mutation opera-
tion. The core idea is to use the optimized BP neural net-
work to establish the regional independent innovation
capability evaluation and classification model.

By using a decision tree algorithm to improve the struc-
ture of the neural network, the complexity of the neural net-
work can be reduced. The training time can be shortened
without affecting the classification accuracy, and the opera-
tion method is easy to realize. Combined with the optimized
genetic algorithm, it overcomes the shortcomings of the tra-
ditional BP neural network, such as easy to fall into the local
optimum and making the initial weight more reasonable.
The DTGA-BP algorithm flow is shown in Figure 2.

2.3.1. Improve the Structure of BP Neural Network Based on
Decision Tree. The evaluation model uses a single hidden
layer neural network structure. Therefore, the improvement
of the neural network structure is mainly to determine the
number of hidden layer nodes. The traditional method to
determine the number of remote layer nodes cannot effec-
tively solve the complex system of the BP neural network.
Inspired by “entropy network” [22], this paper adopts the
number of nonleaf nodes of the longest rule chain in the
generated decision tree as the number of hidden layer nodes,
reducing the model complexity and training time.

Firstly, the C4.5 decision tree algorithm generates a deci-
sion tree for judging water quality. The wine dataset down-
loaded from the UCI machine learning library is used as
the dataset. The dataset contains 13 characteristic attributes,
such as pH, hardness, and alkalinity, all with continuous
values. Then, it is judged according to attribute conditions
and classified from root node to leaf node. The decision tree
is finally generated by calculating the information gain value,
and the pruning strategy is shown in Figure 3.

Figure 3 shows that the number of leaf nodes in the deci-
sion tree is 5, and the number of nonleaf nodes in the longest
rule chain is 3. Therefore, BP neural networks constructed
according to the number of inputs, hidden, and output layer
nodes are 3-5-1 and 3-3-1, respectively. The standard nor-
mal distribution formula determines the initial weight. After
training, 200 test sets were randomly generated and five tests
were conducted. The results are shown in Table 1. The num-
ber of nodes equals 3 is the method adopted in this paper to
determine the number of nodes in the hidden layer. The
number of nodes equals 5 is the number of nodes in the hid-
den layer defined by the “entropy network.” It can be seen
from the classification results that compared with the tradi-
tional “entropy network” method, the method adopted in
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Figure 1: Structure of the BP neural network.
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this paper to determine the number of hidden layer nodes
can speed up the retrieval speed and reduce the error.

2.3.2. Determine the Initial Weight of BP Neural Network
Based on Genetic Algorithm. To solve the local optimization
problem caused by improper initial weight adjustment of the
BP neural network, genetic algorithm (GA) global search is
generally used to solve the problem [23]. But the traditional
genetic algorithm still has some issues in optimization, such
as low efficiency and slow speed. So, this paper uses a genetic

algorithm with an improved selection operator and cross-
over and mutation operation to determine the initial weight
of the neural network. The enhanced genetic algorithm flow
chart is shown in Figure 4.

2.3.3. Optimize the Selection Operator. There are many selec-
tion strategies in genetic manipulation. An appropriate
selection strategy can improve the performance of the
genetic algorithm. Therefore, the selection operator should
not only prevent the local optimum caused by the
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prematurity of the population but also cannot be too diver-
gent and challenging to converge, so it needs to be balanced.
Based on this, this paper adopts the improved selection
operator method.

Firstly, the fitness value of everyone was calculated
according to the fitness function. After sorting, only the for-
mer individuals were retained and the latter individuals with
small fitness values were eliminated. Then, the former popu-
lation number of retained individuals was used as the pater-
nal parent, and finally, only the intermediate individuals
were genetically manipulated. The selection probabilities of
individuals in these populations are calculated by the follow-
ing formula:

UN
t =VN 1 − vN

� �t−1,
VN = vN

1 − 1 − vNð ÞT/2
,

8>><
>>: ð5Þ

where U is the individual selection probability, v is the
optimal selection probability, T is the population number,
and T is the individual serial number. T = 1, 2, 3,⋯, t/2,N
is the current iteration number. In this way, the good pater-
nal genes are retained, and the individuals with low fitness
are eliminated to balance the population. Finally, the opti-
mal global solution can be obtained. In the early stage of
evolution, the individual difference between populations is
large, and the corresponding q value is also large. Only in
this way can we ensure that the individuals with high fitness
are selected with a high probability, to select excellent indi-
viduals for the population. However, as the population con-
tinues to evolve and the number of the population continues
to decrease, the difference between individuals also gradually
decreases, and the value of V obtained at this time should
also decrease. Based on this analysis, the v value is calculated
according to

vN = vmax − vmax − vminð Þ × N − 1
W − 1 , ð6Þ

where vmax represents the probability of optimal individ-
ual selection, vmin represents the probability of worst indi-
vidual selection, and W represents the total number of
iterations.

According to the selection operator operation in this
way, the individuals with the highest fitness are retained to
the next generation of population, but the optimal individ-
uals will not be eliminated by genetic operation to ensure
global convergence. The fitness values of the worst individ-
uals recorded each time were compared, and those with
lower fitness were kept and added into the new population.
By combining the optimal preservation strategy with the
worst preservation strategy, the selection error can be
reduced, the diversity of the population can be maintained,
and the optimal solution can be obtained.

2.3.4. Improve Crossover and Mutation Operations. In tradi-
tional adaptive genetic algorithms, the random probability of
crossover and mutation will be more significant, interfering
with an individual’s quality in the genetic algorithm. The
genetic algorithm will be trapped into local optimization.
And when the individual adaptation level of crossover and
mutation reaches the maximum value, the probability of
crossover and mutation will not exist, and the individual
population will be in a state of complete stagnation. To solve
this problem, this paper adopts the improved crossover rate
Ucand mutation rate Uw for genetic operation, and the for-
mula is as follows:

Uc =
z1

arcsin f g/f w
� �
π/2 , arcsin

f g
f w

� �
< π

6 ,

z1 1 −
arcsin f g/f w

� �
π/2

0
@

1
A, arcsin

f g
f w

� �
≥
π

6 ,

8>>>>>><
>>>>>>:

ð7Þ

Uw =
z2

arcsin f g/f w
� �
2 , arcsin

f g
f w

� �
≥
π

6 ,

z2 1 −
arcsin f g/f w

� �
π/2

0
@

1
A, arcsin

f g
f w

� �
< π

6 ,

8>>>>>><
>>>>>>:

ð8Þ
where f g represents the average individual fitness, and

f w represents the maximum individual fitness. arcsin ð f g/
f wÞ changes rapidly with f g. Therefore, selecting arcsin ð f g

Table 1: Classification results of nodes in different hidden layers.

Experiment number
MSE Training time (s)

Number of nodes = 3 Number of nodes = 5 Number of nodes = 3 Number of nodes = 5
1 0.0059 0.0816 0.0952 0.0541

2 0.006 0.0717 0.0666 0.9775

3 0.0037 0.0032 0.0465 0.0523

4 0.0088 0.0289 0.0788 0.0511

5 0.0045 0.1556 0.4476 0.0588

Average 0.0058 0.0682 0.1469 0.2388
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/f wÞ as the judgment condition can play a good role in judg-
ing the degree of dispersion among population fitness. And
because sin ðπ/6Þ = 1/2, arcsin ð f g/f wÞ ≥ π/6 when arcsin ð
f g/f wÞ ≥ π/6 means that f g is close to f w. Finally, according
to the condition π/12 ≤ arcsin ð f g/f wÞ ≤ π/3, determine
whether to perform the crossover operation first. If it does
not meet the condition, it carries on the mutation operation
first. The traditional operation of genetic mutation is always
to cross before mutation, which is easy to lead to the slow
generation of good individuals, or even destroy the good

individuals. The method adopted in this paper can solve this
problem well.

3. Experimental Part

3.1. Data Collection. Data were collected from 99 students
majoring in communication engineering in a university. In
the first year of college and university second grade 12
courses, higher mathematics AI, respectively, AII higher
mathematics, college physics AI, A linear algebra, complex

Initial population

Individual fitness

Crossover operation

Mutation operation
(preserve paternal

parent)

Select operation

Mutation operation

Crossover operation
(preserve paternal

parent)

Select operation The output

Π/12<acsin(fg/fw)<Π/3

Whether the convergence
condition is satisfied

No Yes

No Yes

Figure 4: Improved flow chart of the genetic algorithm.

Table 2: Correlation coefficient between introductory courses and target courses.

Entry term Correlation coefficient

Advanced mathematics all course score 0.52

Advanced mathematics Al course score 0.39

Complex function course score 0.39

Basic A in circuit analysis course score 0.40

University physics lab Al course score 0.36

Linear algebra A grade course score 0.38

Ideological and moral cultivation and law foundation course score 0.33

University physics AI course score 0.28

Circuit basic experimental course score 0.27

College English II course score 0.23

College English 1 course score 0.16

College physical education course score 0.18
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variable function, AI university physics experiment, a basis
of circuit analysis, circuit experiment, college English, col-
lege English II, thought morals tutelage and legal founda-
tion, and college sports scores are used. At the same time,
the final exam scores of the core introductory professional
courses, namely, signal and system, were collected. For the
initially collected data, do data preprocessing. All the stu-
dents missing in this exam were deleted, the data of the
remaining 80 students are then normalized; the data range
was½0 ~ 100�to get the final student performance data.

3.2. Correlation Analysis Data Processing. Signal and system
were used as a predictive target course. Using formula (1),
the results of 12 basic courses of 80 students majoring in
communication engineering after data pretreatment can be
obtained. The correlation coefficients between the signal
and system of target courses are shown in Table 2. It can
be seen from Table 2 that the course scores of advanced
mathematics AII, advanced mathematics AI, and complex
variable function are highly correlated with the target course
signal and system scores. However, the correlation between
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college PE, college English I, college English II, and target
course scores is relatively low.

3.3. Experimental Analysis of Student Achievement
Prediction. MATLAB R2016a software was selected as the
simulation tool, and literature [24]’s model and the model
in this paper were used for prediction, respectively. The test
set and training set were aet, in which the results of the last
10 students are taken as the test set, and the results of the
remaining 70 students are taken as the training set.

3.3.1. Literature [24] Prediction Analysis of Student
Achievement. Literature [24]’s model is used to predict stu-
dents’ scores. The initial students’ basic course scores are
12, and the input layer neurons of the neural network are
set as 12. The signal and the system’s performance data are
taken as the output, and the neuron of the output layer is
set as 1. According to the correlation algorithm, the number
of hidden layer neurons can be obtained from 4 to 14,
because the number of hidden layer nodes determines the
nonlinear mapping ability of the neural network structure.
To make the neural network have better prediction perfor-
mance, the neuron of the hidden layer is set as 14, the num-
ber of cycles is set as 3000, and the training error is 0.001.
The learning rate determines the weight change in the train-
ing process. Here, the learning rate is set as 0.2 [25], and the
line chart of the actual value and predicted value is obtained
as shown in Figure 5.

The actual and predicted values obtained by literature
[24]’s model are analyzed. Student 1 scored 80 on signals
and systems and 88 on prediction. Student 2’s real grade
was 75, and the prediction was 80. Student 3’s actual score
was 67, with a predicted score of 72. Student 4’s actual grade
was 72, and the prediction was 79. Student 5’s actual grade
was 60, and the prediction was 68. Student 6’s real grade
was 71, and the prediction was 81. Student 7’s actual grade
was 85, and the prediction was 92. Student 8’s real grade
was 89, and the prediction was 80. Student 9’s real grade
was 65, and the prediction was 77. Student 10’s actual grade
was 82, with a predicted score of 75. Literature [24]’s initial
weights and thresholds are randomly set due to the low cor-
relation between some input and output terms. There is a
significant error between the predicted result and the real
result of each student, so the model still has some shortcom-
ings in the prediction of the student’s achievements.

3.3.2. The Algorithm Is Used to Predict Students’ Scores. In
the performance prediction of the algorithm in this paper,
the correlation analysis method is adopted to select
advanced mathematics All, advanced mathematics A, com-
plex function, basic circuit analysis A, university physics
experiment AI, and linear algebra A whose correlation coef-
ficient is greater than 0.35. The scores of the 6 basic courses
are taken as the input items, so the neurons of the input
layer and the hidden layer of the neural network are set as
6 and 13, respectively. The performance data of the signal
and the system are taken as the output items. The neuron
of the output layer is set as i. The MATLAB simulation tool
is used to realize the codec function and fitness function of

the algorithm in this paper. The parameters of the algorithm
in this paper and literature [24] are set to the same value. At
the same time, initialization and basic parameters of the pro-
posed algorithm were set. The population size of the proposed
algorithm generally ranges from 10 to 200. If the population
size is too large, the convergence performance of the result is
poor. Inbreeding will occur if the population size is too tiny,
producing pathological genes. Therefore, the initial population
size was set as 100, the maximum genetic algebra was set as 50,
and the crossover probability was set as 0.3~0.9. If too easy to
miss the best individual mating probability, the probability is
too slight and cannot effectively update population mating, a
crossover probability is 0.5, and mutation probability set the
range of 0.001~0.2 in order to guarantee the diversity of pop-
ulation does not destroy the existing population patterns; at
the same time, a mutation probability is 0.01, a network model
in this paper the actual value and predicted value line chart, as
shown in Figure 6.

As can be seen from Figure 6, student 1’s signal and sys-
tem score is 80, and the predicted score is 82. Student 2’s real
grade was 75, and the prediction was 74. Student 3 had an
actual score of 67 and a prediction of 65. Student 4’s real
grade was 72, and the prediction was 75. Student 5’s real
grade was 60, with a predicted score of 65. Student 6’s real
score was 71, with a predicted score of 76. Student 7’s actual
grade was 85, with a predicted 89. Student 8’s real grade was
89, and the prediction was 83. Student 9’s actual grade was
65, and the prediction was 70. Student 10’s actual grade
was 82, and the prediction was 85. The results predicted by
the model in this paper are closer to the actual results. By
comparing the prediction results of literature [24]’s model
with that of the model in this paper, the model in this paper
has smaller prediction error. The comparison of the pre-
dicted values of the two models is shown in Table 3.

The root mean square error e of the two models was cal-
culated according to the predicted and actual values of the
two models in Table 3.

e =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
V
〠
V

x=1
jx − oxð Þ2

s
, ð9Þ

Table 3: Comparison of prediction results of the two models.

Student’s
actual score/
point

Literature [24]
predicted value/

point

DTGA-BP neural network
predicted value/point

80 88 82

75 80 74

67 72 65

72 79 75

60 68 65

71 81 76

85 92 89

89 80 83

65 77 70

82 75 85
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where V is the predicted number of students, which is 10
in this paper. The real grades of middle school students in
Table 3 as jx was obtained. The prediction result of literature
[24] and the prediction result of the model in this paper
were, respectively, taken as ox, and the root mean square
error of the prediction result of literature [24] model was
solved to be 7.9, and the root mean square error of the pre-
diction result of the network model in this paper was 3.1.
Through the comparison of root mean square error, the pre-
diction accuracy of the proposed model is higher than that
of the literature [24] model. It is more suitable for student
achievement prediction.

4. Conclusion

To improve higher teaching quality, student performance
prediction has become a research focus in educational data
mining and one of the essential objectives of learning analyt-
ics. This paper proposes a student’s score prediction algo-
rithm based on the DTGA-BP neural network to predict
students’ scores more accurately. Based on the BP neural
network prediction model, the decision tree genetic algo-
rithm is used to optimize the correlation coefficient between
the fundamental course score and the target course score.
The fundamental course score is removed with a low corre-
lation with the target course score. By combining genetic
algorithm with the BP neural network, the optimal initial
weights and thresholds of the BP neural network were
updated, and a DTGA-BP neural network student perfor-
mance prediction model was established. By collecting the
actual basic course scores of 99 students majoring in com-
munication engineering in a university, the algorithm in this
paper is used to predict the basic course scores of these stu-
dents. Experimental results show that compared with the BP
neural network model, the root mean square error of the
TDGA-BP neural network model is reduced from 7.9 to
3.1, with higher prediction accuracy, which verifies the effec-
tiveness of the proposed algorithm.
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