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In order to solve the defect that the threshold value of the NSCT transform method is too large or the real signal coeflicients are
directly lost during image denoising, an adaptive threshold method of genetic algorithm is used to optimize the NSCT image
denoising method. The genetic algorithm is used to generate the initial population, and the genetic operator is determined by
selection, crossover, and mutation operations to achieve NSCT threshold optimization. The obtained optimized NSCT
threshold is used to process different directions. The coefficients of different scales are processed by using NSCT inverse
transform to obtain the denoised image. The results of the case analysis show that the proposed method is used to denoise the
image, the peak signal-to-noise ratio of the image after denoising is higher than 30dB, the image contains rich edge
information and detailed information, and the denoising performance is superior.

1. Introduction

Image denoising is an important processing method in the
field of image processing. Images are easily contaminated
by different noises during acquisition and propagation,
which degrade the image quality [1]. Image denoising should
preserve the original image details as well as edge informa-
tion as the key to image process.

The translation invariance of image processing is
extremely important to retain image information during
image processing [2-5]. The wavelet transform method is
usually used to implement the denoising process for images,
and the wavelet transform method does not have translation
invariance, and the square effect is easily formed when the
wavelet transform method is used to process images, and
the image edge information is easily lost in the denoising
process. Subsampled contourlet transform (SCT) is a trans-
form method with multidirectional, multiresolution, and
translation without distortion. The nonsubsampled contour-

let transform (NSCT) transform method is applied to the
image denoising process, and the screening of transform
coefficients and the selection of thresholds are the keys to
the image denoising performance [6, 7]. The process of esti-
mating the noise variance using the NSCT method is prone
to error, resulting in a less precise selection of the threshold.

Liu et al. mainly study the image denoising method based
on deep learning algorithm. Through repeated iteration of
deep learning algorithm, the threshold value is obtained to
make the image clearer [8]; according to Wang Q. et al,
based on the optimized variational modal decomposition
algorithm, the image is denoised to obtain a clearer image
[9]. The above methods can optimize the threshold, but can-
not quickly obtain the best threshold. Based on this, this
paper proposes an NSCT image denoising method based on
genetic algorithm optimization threshold. Genetic algorithm
is an efficient optimization algorithm that realizes stochastic
optimization by simulating genetic variation in biological
evolution and natural selection and does not depend on a
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specific solution model with strong global search ability [10,
11]. The process has high threshold optimization efficiency.
This paper optimizes the NSCT threshold using a genetic
algorithm and uses the optimal NSCT threshold to achieve
better image denoising.

In this paper, we propose an NSCT image denoising
method based on genetic algorithm optimized threshold,
which uses a genetic algorithm to optimize NSCT thresholds
and achieves better image denoising using optimal NSCT
thresholds.

2. NSCT Image Denoising Method Based on
Genetic Algorithm Optimized Threshold

2.1. NSCT Transform. The NSCT transform method
achieves image denoising by directional decomposition and
scale decomposition of the image, and the overall structure
of the NSCT transform is shown in Figure 1.

The NSCT transform first implements a multiscale
transform of the image through a non-down sampled tower
filter bank and then implements an orientation decomposi-
tion of the different scale subband images using a non-
down sampled orientation filter [12-14] to obtain subband
images with different orientations as well as different scales.

2.1.1. Nonsubsampled Decomposition. The nonsubsampled
decomposition of the NSCT transform is achieved by using
a multistage iterative approach, and a set of filter formulas
that can meet the reconstruction conditions during the non-
subsampled decomposition are as follows:

Ly(2)Go(2) + L1 (2)Gy (2) = 1. (1)

In Equation (1), Ly(z) and G,(z) denote the low-pass
decomposition filter and high-pass decomposition filter,
respectively; L, (z) and G, (z) denote the low-pass reconstruc-
tion filter and high-pass reconstruction filter, respectively.

The image is divided into high-frequency subbands as
well as low-frequency subbands after processing by the filter-
ing of Equation (1), and the repeated iterative filtering of the
low-frequency subbands can increase the filter structure.

2.1.2. NSCT Threshold Determination. NSCT uses set thresh-
olds to achieve image denoising, and the selection of thresh-
olds in the NSCT transform is extremely critical. The NSCT
transform threshold is usually determined by the Visu
shrinkage method with

n=0,1/2+logN. (2)

In Equation (2), §, and N denote the noise standard
deviation and the number of coefficients, respectively. When
the number of coefficients is large, the threshold value of
NSCT transform will be large, and the large threshold value
will cause the loss of the true signal coefficients. Based on
Equation (2), the adaptive thresholding method is used to
determine the NSCT threshold, and the interscale as well
as intrascale subband coefficients obtained by the NSCT
transform have a high correlation [15]. Based on the decom-
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FIGURE 1: Overall structure diagram of NSCT transformation.

position level, the variance of the difference scale noise can
be approximated as an exponential distribution, and the
noise in different directions is approximately equal within
the same scale, and the difference scale noise variance equa-
tion can be obtained as

~2 ~2

5, ()=8,(I=1)xe"" (3)

The equation for estimating the minimum scale image
noise variance is as

~2
8, = Median (|w;;|)/0.6745. (4)

The thresholds are set based on the differential scale
noise scenario as

T=0,(I)\/jxlog (AxB)/In (e+j—1). (5)

Equation (5) is a method for acquiring a nonlinear adap-
tive threshold with decreasing value. The threshold acquired
by this method can sharply reduce the noise information as
the scale increases. 8, (I) and j, respectively, represent the
difference scale direction noise standard deviation and the
number of directions on the decomposition scale; w;; and

A x B, respectively, represent the wavelet coefficient and
image size. The threshold obtained by Equation (5) does
not consider intrascale dependence, but only considers inter-
scale dependence. According to the NSCT transformation
method, the coefficient energy and noise energy of the image
show larger, concentrated, smaller, and dispersed character-
istics, respectively, [16, 17]. The target correction Equation
(5) is to remove the noise coefficient and retain the image
coeflicient, and the formula can be obtained as

T' =FT. (6)

The neighborhood average value is obtained by analyz-
ing the neighborhood of NSCT coefficients, and the
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neighborhood window is set to 3 x 3. The F can be obtained
by comparing the coefficients at this scale as

~ max (c’) ~ C(i,j)
~ max (C) ~ mean(C) '

(7)

In Equation (7), C(i, j) and max (C), respectively, repre-
sent the average value of the neighborhood coefficient after
NSCT transformation and the maximum value of the coeffi-
cient under the subband, and mean(C) represents the aver-
age value of the coefficient under the subband. Through
the analysis and statistics of the NSCT coefficients in the
scale, the characteristics of the coeflicients in the entire scale
and the coefficients in the neighborhood window are com-
pared to obtain the precise positioning of the noise. The
absolute value of the coefficient in the noise area and the
absolute value of the coefficient in the image information
area are the smallest and the largest [18]. For the noise area
and the image signal area, increasing the threshold and
reducing the threshold can remove more noise and retain
more useful information.

2.2. Genetic Algorithm Optimizes NSCT Threshold

2.2.1. Genetic Algorithm. A genetic algorithm is a global
search algorithm with high parallelism and effectiveness.
The genetic algorithm uses the simulated biological evolu-
tion process to search for the optimal solution, uses P(t) to
represent the entire operator, and uses the genetic operator
to obtain the new group P(¢+ 1). The main operations of
the genetic algorithm are as follows:

(1) Choice

According to certain rules and different individual fit-
ness, select good individuals in the ¢ generation group P(t),
and inherit them into the next generation group P(f + 1).

(2) Cross

For random collocation of individuals in P(t), use a fixed
probability to exchange part of the chromosomes between
each body.

(3) Variation

Use a fixed probability to convert the gene value at the
individual locus in the population P(t) into other alleles.

The flow chart of genetic algorithm optimization is
shown in Figure 2.

The genetic algorithm needs to use the symbol string to
encode the individual, and select the binary encoding
method to encode the individual. Randomly select the start-
ing search point as the initial population data. Determine the
strengths and weaknesses of different individuals based on
their fitness, and use the acquired fitness to determine
genetic opportunities. Inherit individuals with higher fitness
in a population to the next population, according to a fixed
rule which is a selection operation [19, 20], and a propor-

tional selection method is selected to implement the selec-
tion operation of the genetic algorithm. The crossover
operation in the genetic algorithm is the process of forming
a new individual. The crossover operation exchanges chro-
mosomes between different individuals according to a fixed
probability, and the single-point crossover method is
selected to implement the genetic algorithm crossover oper-
ation. Randomly pair the population, set the position of the
intersection, and pair some genes between the chromo-
somes. Mutation calculation is an operation method to form
a new individual, to determine the genetic mutation position
of all individuals, and to reverse the original gene value of
the mutation point according to a fixed probability.

2.2.2. NSCT Threshold Optimization. Genetic algorithms are
optimization methods that use biogenetic concepts to obtain
optimal solutions to problems and determine the optimal
threshold of NSCT using genetic algorithms.

The fitness function is the core of the genetic algorithm,
and the fitness function needs to be determined based on the
objective function of the problem to be solved, and the fit-
ness function is used to clarify the advantages and disadvan-
tages of individuals within the population group [21], which
is an important basis for the natural selection of the genetic
algorithm. The image information entropy after denoising is
set as the threshold to optimize the objective function, so
that the amount of image information after denoising con-
tains image detail information as well as texture information.

1 represents the NSCT threshold, and F,, represents the
image after denoising. The available fitness function formula
is

Firness(17) = entropy(F,). (8)

The genetic algorithm optimizes the NSCT threshold
process as follows:

(1) Generate an Initial Population. Real number coding is
used as the coding scheme, and real number coding is highly
effective for function optimization problems [22]. Generate
the initial population, set the adaptive threshold range to
[0.5, 0.8], randomly generate a population uniformly distrib-
uted in this range, denoted by {#,,7,, -y}, and select the
optimal #; to maximize the information entropy of the
denoised image.

(2) Determination of Genetic Operator. The genetic operator
is determined by selection, crossover, and mutation opera-
tors. Use the replication process to complete the operator
selection, select individuals with higher fitness in the popula-
tion, and obtain the independent individual probability for-
mula as

Fit(X;)

P =S8 Ry

©)

Crossover operations are realized by reorganizing indi-
viduals, and crossover operations are the main part of
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F1GURE 2: Flow chart of genetic algorithm optimization.

forming new individuals. Select the number of pairs of N to
generate the individual pairs in the form of [7,, j]. The num-
ber of individual pairs is N/2, and the intermediate recom-
bination method is selected to be used in the real-valued
encoding process. The operating formula is

111-'=711»+9,~(f1]~—f1,-)- (10)

In Equation (10), 0 represents the conversion factor uni-
formly generated in the interval.

The mutation operator is used to randomly generate a
new value in the range and disturb the original gene value,
and the mutation operation formula is as follows:

n' =n+e. (11)

In Equation (11), ' and ¢, respectively, represent the
postmutation threshold and the randomly formed range of
variable asynchronous length within [-1,1].

The process of the NSCT image denoising method based
on genetic algorithm optimization threshold is as follows:

(1) Use NSCT transform to process images containing
noise

(2) Obtain the noise variance of images of different
scales according to formula (3), and use Equation
(5) to set the threshold of each subband

(3) Use formula (6) to obtain the modified adaptive
threshold

(4) Use genetic algorithm to obtain optimal adaptive
threshold

(5) Use the obtained optimal adaptive threshold to pro-
cess coefficients in different directions and different
scales, and obtain the denoised image through
inverse transformation

3. Example Applications

The CoPhIR dataset, a commonly used image processing
dataset in the network, is selected as the experimental test

dataset, which contains classical images such as Lena, fruits,
horse, and airplane. The weighted variational method and
the mathematical morphological filtering method are
selected as the comparison methods. The image denoising
performance of the method in this paper is verified by both
qualitative analysis as well as quantitative analysis.

3.1. Qualitative Analysis. The original standard test image
Lena image containing Gaussian white noise in the test data-
set is shown in Figure 3.

The final image obtained by using the proposed method
in this paper to denoise the image is shown in Figure 4.

The experimental comparison results in Figures 3 and 4
show that the proposed method in this paper can effectively
remove the noise contained in the original image and effec-
tively retain the image edge information as well as the detail
information, and the image contrast is higher after denois-
ing. This verifies that the method in this paper has a high
image denoising effect.

3.2. Quantitative Analysis. The methods in literature [8] and
literature [9] are selected as comparison methods to process
images together with the method in this paper. The smooth-
ness index, peak signal-to-noise ratio, edge retention index,
and image information entropy indexes after denoising are
compared to prove the advancement of the method in this
paper.

The smoothing index is chosen as the evaluation of the
smoothing ability of the method in this paper on noise,
and the smoothing index is calculated as

FI=U/SV. (12)

In Equation (12), SV and U are, respectively, the stan-
dard deviation of all pixels and the average value of all pixels
in a certain area after image denoising. The higher image-
smoothing index, the higher the smoothing effect of the
denoising method.

The comparison results of the smoothing index of the
denoised images under different decomposition layers are
shown in Figure 5.

From the experimental results in Figure 5, it can be seen
that with the increase of the number of image decomposi-
tion layers, the smoothness index of the image increases. In
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FIGURE 4: Image after denoising.

the case of different decomposition layers, the smoothness
index of the method in this paper is the highest, which is bet-
ter than the comparison method, which effectively verifies
that the method in this paper has high image denoising
performance.

The peak signal-to-noise ratio is selected as another indi-
cator to evaluate the effect of image denoising. The formula
for calculating the peak signal-to-noise ratio is

I xI
max max — 5 - (13)

PSNR=101g ya—
1/ABZI‘=121‘=1 (Ii,j - Ii,j)

In Equation (13), I,,,,, and A, B, respectively, represent
the maximum gray value of the image and the number of
image rows and columns; I; ; and Ti’j, respectively, represent
the gray value of the pixel (i.j) before denoising and the pixel
(i.j) after denoising grayscale value.

10

Smoothing index

2 4 6 8 10 12 14 16
Decomposition layer (N)

I Proposed method of this paper
I Method in literature [8]
Method in literature [9]

FIGURE 5: Smoothing index comparison.

The comparison results of the peak signal-to-noise ratio
of 10 images in the test dataset of different methods are
shown in Table 1.

The edge retention index is used to measure the horizon-
tal and vertical edge retention of the original image after
denoising. The calculation equation for the horizontal and
vertical edge retention index is as follows:

T,j+1 _Ti,j’

A yB-1
Zizlzjzl ’ i

A B- ?
Zi:le:ll |Ii,j+1 - Ii,j|

EPI, = (14)

ZﬁLZfo ri+1,j - Ti,j|
Zilzfi ’Ii+1,j - Ii,j|

EPI, =

(15)

The smoothing index is chosen as the evaluation of the
smoothing ability of the method in this paper on noise,
and the smoothing index is calculated in Table 2.

The experimental results in Tables 1 and 2 show that,
compared with the methods in [8, 9], the peak signal-to-
noise ratio of denoised images is higher than 30dB, and
the horizontal and vertical edge retention indices of
denoised images are higher than 1.5, the peak signal-to-
noise ratio and image edge index of the denoised test image
are both optimal, and the experimental results show that this
method has high image denoising performance. The proc-
essed images contain rich edge information, indicating that
the method has high denoising performance.

The image information entropy can measure the detail
information contained in the denoised image, and the higher
the image information entropy result, the more detail infor-
mation is contained in the image, and the better the image
denoising performance is. The comparison results of image
information entropy obtained by using three methods for
image denoising are shown in Table 3.
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TaBLE 1: Comparison of peak signal-to-noise ratio.

Image number The original

The proposed method

Method of literature Method of literature

image/dB of this paper [8]/dB [9]/dB
1 13.52 34.52 27.21 29.52
2 16.52 92.75 27.64 21.75
3 14.75 37.52 29.52 28.43
4 16.52 34.52 24.52 27.75
5 17.75 36.75 23.37 24.54
6 16.52 31.52 27.54 24.32
7 13.54 33.23 21.51 26.42
7 15.52 37.75 25.63 27.75
9 13.52 36.52 23.56 27.64
10 14.75 31.45 27.04 28.45

TaBLE 2: Comparison of edge retention index.

The proposed method

Image number of this paper

Method of literature
[9]/dB

Method of literature
[8]/dB

EPI, EPI, EPI,, EPI, EPI,, EPI,
1 1.7579 1.6521 0.9752 1.3512 1.0521 0.7621
2 1.5274 1.4975 0.7451 1.2415 1.2154 0.7715
3 1.6325 1.7524 1.2516 1.3254 1.3214 0.9561
4 1.5742 1.5796 1.1577 1.2547 1.2514 0.7521
5 1.6355 1.6254 1.2354 1.1524 1.1752 1.1254
6 1.7422 1.7521 1.3521 0.9754 1.05275 0.0975
7 1.5746 1.6571 1.2745 1.2541 0.9752 1.1072
7 1.4752 1.5741 1.2514 0.9521 0.7542 1.1205
9 1.6125 1.7526 1.1975 1.1754 0.7572 1.2354
10 1.5975 1.5974 0.9452 1.2544 1.1352 1.0751
TasLe 3: Comparison of information entropy. detail information and make the denoised image informa-
Method of Method of tion r1cher. This method can c@early present the ‘overall
Image  The proposed method literature [8]/ literature [9]/ information of the image and retain more details, which ver-
number of this paper dB dB ifies that this method has high image denoising performance
) gl 1757 0457 and can meet the demand of image denoising to maximize
the detail retention.
2 7.6857 7.2545 7.1423
3 7.5826 7.2334 7.2534 .
4. Conclusion
4 7.4571 7.1584 7.4542
5 7.5675 7.3415 7.1021 The genetic algorithm is applied to the NSCT image denois-
6 7.7845 7.2514 7.2024 ing method, and the genetic algorithm has a high global
7 7.7154 7.3346 7.0151 optimizing performance to implement threshold optimiza-
3 7 6524 72521 73152 ti:)n foF thdeSQT imeLge ?lerll((i)is}ng meghNO(Si.Ciy. obtainirtl)g
9 7 5646 71635 70675 the opFlma en01§1f1g t. res 9 s for eac : Image sub-
band, image denoising is achieved by processing the decom-
10 7.6752 7.0545 7.1547

The experimental results in Table 3 show that the
entropy of different image information obtained by denois-
ing the image with this method is higher than that of the
other two methods, which indicates that the denoising of
the image with this method can effectively retain the image

posed NSCT coeflicients with the obtained thresholds. The
proposed method can achieve effective optimization of the
threshold value of NSCT image denotation method, which
can be applied in practical applications of image processing.
The example analysis verifies that the proposed method has
high image denoising processing performance. Using the
method to denoise the image can effectively remove the
Gaussian white noise of the image, so that the processed
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image has a higher peak signal-to-noise ratio. After denois-
ing, the image retains the edge information and detail infor-
mation of the original image, gives full play to the
displacement invariance property of NSCT, and satisfies
the position shift requirements of image denoising, and the
edge information is kept intact. This effectively improves
the blurring of the image texture and enhances the visual
effect of the image.
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