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Big Data is the most popular concept in this era, which is the massive amount of information and related technology generated by
the information explosion in the era of “Internet+.” Big Data is the most popular concept of our time. With the most advanced
technology to collect, analyze, organize, and store data, Big Data can e�ectively handle all kinds of complex information. Because
of this, big data is widely favored by all walks of life. In China’s sports industry, the use of big data has become mature and has
shown its unique advantages. With the development of campus soccer in China in the past decade, how to use big data to promote
the sustainable development of campus soccer in China has become a key issue for sports workers to consider today. Based on the
above background, this paper proposes a system combining data mining and personalized data recommendation to collect and
analyze the information of campus soccer to promote the sustainable development of campus soccer. First, we propose a data
mining method based on deep learning data mining network model combined with migration learning to address the data mining
problem.�e method uses the knowledge of historical model parameters and applies them to new tasks, thus solving the problem
of network training when samples are lacking and improving data utilization and data mining e�ects. �en, for the data
recommendation problem, a new deep learning method is proposed, which performs e�ective intelligent recommendation by
pretraining. In the initial phase, the corresponding low-dimensional embedding vectors are learned, which capture information
re�ecting the relevance of students to soccer sports. During the prediction phase, a feed-forward neural network is used to model
the interaction of student and soccer sport information, where the corresponding pretrained representative vectors are used as
inputs to the neural network. Finally, it is experimentally veri�ed that the data mining method proposed in this paper can
e�ectively improve the data mining performance and e�ciency, and the proposed data recommendation method possesses better
accuracy than the traditional methods.�e use of this system can e�ectively collect and analyze campus soccer information, which
helps to develop campus soccer and promote the sustainable development of campus soccer.

1. Introduction

Soccer, as the world’s number one ball, has been attracting
attention all over the world since its birth. China, as the
largest developing country in the world, has also been
committed to the development of soccer. After continuous
learning and exploration, it embarked on the road of pro-
fessional development of soccer in the early 1990s. However,
more than two decades of learning and e�orts have not
resulted in rapid progress, and the results of Chinese soccer
are still unsatisfactory. To this end, it is particularly im-
portant to explore a sustainable path for the development of
Chinese soccer, and the government has speci�cally

formulated a strategy for the development of school soccer,
placing its hopes on the youth and introducing a series of
policies to promote the popularity of school soccer, which
has also ushered in unprecedented development opportu-
nities for youth soccer [1]. Of course, opportunities and
challenges coexist, and some problems inevitably arise in the
process of school soccer development.

�rough the survey, it was found that in the institutions
visited, there was no long-term development plan for
campus soccer, but only regular teaching documents such as
training plan, syllabus, and teaching schedule of compre-
hensive nature. Some institutions have set up school soccer
teams, but they are prone to “discontinuity,” and there are
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no incentives for students to participate in the games due to
their personal hobbies, so it is difficult to guarantee the
training level and game performance. (e current problems
facing the development of campus soccer are shown in
Figure 1, which can be summarized into four main aspects.

(1) Lack of scientific theoretical guidance for sports
selection. Sports selection is the beginning of com-
petitive sports, and a good start is the foundation of
success. So in a sense, the scientific level of soccer
player selection directly affects the development level
of soccer in a country [2]. (e research of youth
selection in China has been lagging behind for a long
time, especially some coaches at the grassroots level
still uphold the traditional selection concept, relying
on subjective experience to select, resulting in many
excellent sports talents being buried. (e selection of
school soccer players also inevitably faces these
problems, so scientific theoretical guidance in sports
selection is particularly important.

(2) Sports training is difficult to complete with quality
and quantity. Athletic training is an essential part of
improving athletic performance, and without quality
training, it is difficult to achieve the expected results.
In the process of training campus soccer players, you
can often find a variety of problems, some from the
teachers, some from the students’ parents, and some
from the students themselves, how to balance the
relationship between various aspects, and deal with
the contradiction between student learning and
training, which is also a subject that requires in-
depth research. Cultivating an excellent athlete is a
long-term process that requires perseverance and
persistence, so sports training is the guarantee of
athletes’ success.

(3) Sports competition fails to form a long-term
mechanism. Soccer league is an important part of
campus soccer activities and is the main way to
evaluate the effect of campus soccer development,
and the quality of soccer league development also
directly reflects the development of campus soccer
[3]. According to the National School Football
Competition Program, efforts are made to build a
school soccer competition system based on inter-
school competitions, interschool competitions and
regional competitions, and to improve the four-
level league mechanism of school soccer. In recent
years, various types of campus soccer competitions
have increased, but still no long-termmechanism or
scale effect has been formed. (erefore, it is im-
perative to reform campus soccer, normalize, and
scale campus soccer competitions, and establish a
campus soccer competition system in line with
regional characteristics.

(4) (e cultural atmosphere of campus soccer is lacking.
Looking at the traditional soccer teams in Europe
and South America, it is not difficult to find that they
all have a strong soccer atmosphere, and soccer

seems to be an indispensable part of their lives, while
the soccer culture in China is relatively absent, es-
pecially in the campus [4]. Most people look more at
your cultural achievements, and under the guidance
of such social values and recognition, many young
people with athletic talent eventually did not embark
on the development of soccer, and the construction
of campus soccer culture has become an urgent
problem.

In professional soccer, a large amount of data involving
tactical behavior analysis is collected, and cooperation with
computer science can lead to more rapid development of
soccer techniques and tactics because big data presents new
ideas on data management and analysis methods commonly
used in sports. In recent years, the equipment for data
collection on soccer performance has changed day by day
and the quality and quantity of data have grown rapidly,
resulting in teams having large amounts of data to process
on a daily basis [5].(e human form of statistics and analysis
has long been unable to match the rapid development of
today’s soccer game, and the efficiency and speed of big data
processing is evident. With the application of big data,
technical and tactical performance, which are more abstract
and usually evaluated qualitatively, can be quantified and
analyzed to provide more scientific suggestions for players’
daily training and games.

In tactical performance analysis, passing, as one of the
most common and frequent elements, deserves the attention
of coaches and players. How to define and distinguish the
difference between effective and ineffective passes cannot be
determined entirely by subjective judgment, and data-ori-
ented content is needed to support this. Some researchers
have assessed the effectiveness or ineffectiveness of passing
by developing a model that combines passing effectiveness
with consistent offensive performance, rather than relying
on the occurrence of infrequent probability events. (e
model is built to help assess any position, individual tactics,
efficiency, player comparisons, and team capabilities, while
the method is applied to the game and can also help teams
identify important team roles. Tracking data analytics ap-
plied to soccer mechanics and tactics demonstrates the ef-
ficiency and speed of big data. Whereas previously technical
and tactical analysis was only superficially useful for game
performance, advances in the data analysis process have now
greatly improved the rationalization of athletic performance
[6]. Addressing the aggregation regarding performance
feature construction, space, and time through multidisci-
plinary collaboration is critical to unlocking the potential of
soccer position tracking data.

Currently, the expected product dissemination of soccer
events is more popular. (e application of Internet and big
data technologies can collect a large amount of data from
individual teams and players and display and summarize
them through different indicators to predict the perfor-
mance of teams and players in the game, presenting more
intuitive data for fans and optimizing their experience. Many
event communication companies will use the information
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technology interaction mode to realize the interaction be-
tween commentary and fans, fan-to-fan interaction, etc., to
enrich the audience’s viewing experience, while the back-
ground can make timely adjustments through the collection
of user feedback information [7]. (e application of big data
is also reflected in sports betting. By collecting massive
amounts of data, tournament communication companies
can provide reference results to fans, who can analyze the
results of matches based on the data and attract more people
to watch soccer matches. (e tournament distribution
company can increase the amount of users and collect more
data to achieve a virtuous cycle.

Introduce the advanced concept of Internet and big data
into the practice of campus soccer and combine big data with
student physical fitness test, physical education entrance
examination, and four levels of campus soccer league to
make technological selection of campus soccer players based
on objective data. (is can prevent defects such as the static
and one-sided nature of the data of the selection index in the
past, and also provide certain reference and reference for
campus soccer teaching, training, and competition. At the
same time, a wide area network for athlete selection should
be established nationwide so that the whole country can be
played as a single game and resources can be shared.

(e main contributions of this paper are as follows: in
order to better promote the sustainable development of
campus soccer, this paper proposes a combined data mining
and data recommendation approach for the collection and
analysis of campus soccer sports information. First, a data-
mining model based on migration learning, and MMD is
proposed for the data-mining task, and MMD is used to
measure the distribution differences between source and
target data, so that the network model can be adjusted
accordingly according to the size of MMD. (e model is
pretrained using the source domain data and retrained and
fine-tuned using the target domain data, thus improving the
accuracy and efficiency of data mining. (en, a collaborative
filtering recommendation system based on deep neural
networks for explicit feedback data is constructed for the

data recommendation task, which uses feedforward neural
networks to establish the connection between student and
soccer information. Finally, the proposed method is ex-
perimentally verified to be effective in analyzing campus
soccer data, which are conducive to promoting the sus-
tainable development of campus soccer in the era of big data.

2. Related Works

2.1. �e Current Situation of Campus Soccer Development.
Before exploring school soccer, we must first understand
what “school soccer” is and only by understanding its nature
and characteristics can the developed intelligent system be
close to the actual application needs and serve school soccer
to the greatest extent and solve the related problems.
According to some researchers, school soccer is a general
term for all kinds of soccer activities that focus on cultivating
young people’s interest in soccer, in the form of competitive
matches or games. (e purpose of school soccer activities is
to improve students’ physical fitness, cultivate a spirit of
hard work and a sense of cooperation, and its ultimate goal is
not just to choose and compete [3]. With the development of
large-scale campus soccer activities and the construction and
improvement of the four-level soccer league system not only
can we popularize soccer knowledge and skills for young
students, so that more students understand soccer and are
willing to join the sport but also increase the soccer pop-
ulation, discover and cultivate soccer reserve talents from it,
and lay a good foundation for the development of soccer in
China.

School soccer activities have been carried out for nearly
11 years, and in response to the current situation of school
soccer, some researchers point out that certain schools carry
out soccer training activities superficially, focusing only on
the performance form of efforts, and do not go deep into the
organization and promotion of soccer activities. Some
schools, due to limited funds, invest most of their funds in
cultural learning programs and are unable to provide
comprehensive financial support for soccer training
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Figure 1: Problems faced by the development of campus football.
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programs, resulting in the failure of soccer training pro-
grams [8]. (e lack of professional soccer teaching staff is
also an important reason why school soccer activities cannot
be carried out. Most physical education teachers only have
basic knowledge of soccer and cannot teach students soccer
skills and tactics in depth, which is a great obstacle to the
cultivation of soccer talents. In addition, some students’
parents only focus on cultural learning and worry that soccer
will affect their students’ performance in cultural classes, so
they do not support students to play soccer.

(e aim of school soccer is to make more students
participate in soccer, feel the fun of soccer, experience the
culture and spirit of soccer, and guide the development of
students in all aspects of body and mind. Combining lit-
erature and personal experience, the authors conclude that
the development of campus soccer faces the following
problems in practice: (1) sports safety; (2) a large lack of
professional soccer coaches/teachers; (3) inability to ob-
jectively and comprehensively reflect players’ performance;
(4) lack of scientific talent trainingmodel; (5) lack of efficient
and professional competitive training assistance; (6) lack of
“intelligent” management method. (e above problems
largely restrict the vigorous development of school soccer.
Solving the above problems is conducive to the further
promotion of school soccer, enhancing the physical fitness of
youth and the spirit of teamwork, and promoting China’s
progress toward a strong sports nation.

Internet+ is a new industry of Internet development
under Innovation 2.0, which organically integrates the In-
ternet with various traditional industries to create a new
development ecology through cross-border integration, in-
novation-drive, and structural reshaping. Studying the deep
integration of campus soccer and the Internet is conducive to
improving the development of intelligent systems for campus
soccer [9]. Unlike the inefficient traditional methods, a smart
campus soccer system must be combined with the Internet to
create a scientific, rational, and efficient campus soccer
management and training model.

With the increasing maturity of “Internet+” technology,
the emergence of intelligent soccer fields has emerged.
Parents only need to connect to the network through 4G or
Wi-fi, and they can view students’ performance on the smart
soccer field in real time with the help of cell phones and other
communication devices, using Internet streamingmedia and
other technologies, parents can make real-time scrolling
caption comments, interact with other parents, and support
one-click forwarding of the game video to the WeChat circle
of friends. In addition, through the use of big data and cloud
computing technology, ordinary users can have real-time
location near the location of the stadium, real-time un-
derstanding of the use of the stadium, using cell phones and
other intelligent devices to make reservations for the use of
the stadium and other operations to enhance the use of
soccer fields, improve the rate of reasonable allocation of
soccer fields, and greatly solve the problem of soccer field
shortage [10]. (e combination of Internet technology and
campus soccer can realize the function of “intelligent coach”
and provide innovative new thinking for campus soccer
training.

(e combination of Internet and campus soccer not
only improves the intelligent teaching level of campus
soccer schools but also greatly saves the teaching cost and
human cost in the teaching process, and gives full play to
the convenience and wisdom of the Internet. For example,
in the school soccer work, with the help of Internet
technology, the performance data of students at each stage
can be recorded, so that a more comprehensive and detailed
understanding of the overall level of students [11]. Teachers
no longer rely on personal intuition and usual observation
to provide targeted training for students, but only need to
check the changes in students’ performance data to sci-
entifically and reasonably arrange targeted training for
students, and in the training process, the intelligent system
of campus soccer can also give suggestions on training
directions and training programs, greatly reducing
teachers’ labor intensity. In addition, the intelligent human
ball data interaction can also reduce the subjective bias
brought by human operation and ensure the objectivity and
accuracy of the data.

With the increasing prevalence of big data, soccer, the
world’s number one sport, needs to progress with the times
and keep up with the pace of development. (e application
of big data in soccer can not only greatly improve the ac-
curacy and speed of information acquisition but also
monitor in real time whether the various physiological
references in athletes’ sports are within a reasonable level
range, effectively enhancing the safety and protection of
athletes. Only by scientifically using big data technology and
adopting an innovative education model can we accelerate
the development of Chinese soccer faster.

2.2. Current Status of Data Mining Research. Before data
mining, we should clarify our data orientation, determine
the direction and scope of data mining, and then implement
data mining to avoid data redundancy, data bias and other
problems, and avoid blind mining. Data mining is the
substantive mining of data, and then select the suitable
algorithm for the data research according to the theme, and
then implement the data mining work, this link is the core
link of data mining work. (e main methods of data mining
include four categories, as shown in Figure 2.

(e decision tree generated in different scenarios will be
different, so the decision tree will also be called classification
tree, regression tree, etc. (e classical algorithms of decision
tree data mining methods are the following: (1) Cart algo-
rithm—it is a simple binary tree algorithm, which is often
used in simple data to generate a simple binary tree
structure. (2) ID3 algorithm [12]—ID3 algorithm is a rel-
atively early algorithm in the decision tree algorithm, and it
is based on data information through a series of rules to find
the attributes represented by each node in the tree, the
entropy of the algorithm as the basis for classification, the
data will eventually generate the form of decision trees. (3)
C4.5 algorithms [13]—this algorithm uses information gain
or entropy to optimize the process of decision tree node
classification and improve the decision tree to make it more
friendly.
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Clustering analysis is essentially to find out the classi-
fication basis of data according to the research topic and
according to this basis to classify the data, and refine the data
into different types of data sets, and ensure that the data in
each set has similarity, and there are differences between
different sets, and then use the data visualization technology
to represent them, and friendly to the user, that is called
cluster analysis. (e main algorithm is K-means algorithm,
the outstanding advantage of this algorithm is the principle
of simple, efficient application, very suitable for the pro-
cessing of large-scale data.

Association rule analysis is one of the more commonly
usedmethods in datamining work. Association rules refer to
the hidden rules of relationship between things, and asso-
ciation rule analysis refers to the process of finding and
analyzing the information between things and association
rules with set values [14]. (e Apriori algorithm can solve
the analysis of association rules of corresponding data, but it
has some shortcomings, so some researchers proposed the
FP-Growth algorithm to make up for the shortcomings of
Apriori algorithm in generating candidate item sets.

Support vector machine (SVM), a binary classification
model, is defined as a linear classifier withmaximum interval
in the feature space, which is different from the perceptron
when the interval is maximum. (e core concept is that the
support vector samples play a key role in the recognition
problem, and the support vector is the nearest sample point
to the classification hyperplane, which is the support vector
classifier, and the classification hyperplane is used to divide
the sample data into two.

In terms of data mining objects, data mining will mostly
favor multimodal data mining in the later stage [15]. At the
present stage, most of the data mining is based on the
corresponding algorithm, and the algorithm process is not
easy to be understood by users, so the data mining visual-
ization research has certain research significance.

In financial investment, it is possible to predict the future
trend of stocks through data mining algorithms based on
historical stock trading data, thus promoting profitability [16].
In terms of fraud information identification, the identification

of fraud information is mainly through data mining methods
to obtain certain typical characteristics of fraudulent behavior,
and when the relevant business processing or behavior is
highly similar to or matches these typical characteristics, it is
possible to issue warnings to relevant personnel through some
interactive techniques. In addition, data mining has very great
potential for application in bank lending, process optimiza-
tion, oil reserve prediction, drug synthesis and development,
chemistry, chemical industry, etc.

2.3. Current Status of Personalized Data Recommendation
Research. Recommender system is a new research field
combining various disciplines such as data mining, pre-
diction algorithms, and machine learning. In the definition
of recommendation system, it is pointed out that in daily life,
whether it is an understood event or an unknown event,
people always need to make decisions. When facing familiar
things, people can often rely on past experiences to make
reasonable decisions; however, when facing unknown
things, people need others’ verbal suggestions, book reviews,
movie reviews, recommendations [17]. To make judg-
ments—recommender systems, which match different users
with items from a large number of items that match their
interest preferences but are not observed by the users, are
considered to be becoming an important business with
significant economic impact.

(e core idea of the content filtering-based recommen-
dation technique is that the user’s historical selection record
or preference record is used as the reference recommenda-
tion, and the items with high correlation with the reference
recommendation in other unknown records are mined as the
content recommended by the system [18]. (en calculate the
similarity between the user’s preferences and the recom-
mendation object to be tested in terms of content; finally, rank
the similarity between the recommendation object to be tested
and the user’s preferences, so as to select the recommendation
object that matches the user’s interest preferences.

(e content-based recommendation technology often
reduces the timeliness of information due to being time-
consuming when dealing with large-scale information con-
tent; the collaborative filtering technology is prone to cold
start problem when facing new items; and the hybrid rec-
ommendation technology is a recommendation method that
retains the advantages of different recommendation tech-
nologies and avoids their disadvantages by incorporating
different algorithms into the recommendation system. (e
current hybrid recommendation is mainly divided into
prefusion, postfusion, and midfusion: (1) Prefusion—refers to
the fusion of multiple recommendation algorithms into one
model, such as in the process of product recommendation. (2)
Midfusion—this hybrid recommendation technology gener-
ally [19]. (3) Postfusion—this method places great importance
on the recommendation results, mainly by comparing the
recommendation effects of different recommendation algo-
rithms to get a more reliable sequence of recommended
objects, and finally recommending this sequence to users.

Deep learning algorithms are powerful because they can
learn and deal with complex problems such as human

Main Methods 
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Figure 2: Main methods of data mining.
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beings, analyze and calculate linear or nonlinear feature
sequences from multiple dimensions in the face of complex
scale data, and automatically learn features that meet users’
needs from massive data [20]. Deep learning techniques can
not only discover the hidden potential features of user
behavior records, but also capture the interaction features of
user-user, user-item, and item-item nonlinear relationships,
which brings more opportunities for system performance
improvement and can overcome some obstacles encoun-
tered in traditional recommendation techniques to achieve
more accurate recommendations.

3. Algorithm Design

3.1. Data Mining Model Design. Transfer learning is the
mainstream machine learning method to address this
problem, which transfers the knowledge learned from the
previous task to the new task, with the aim of achieving
better learning results in the new task. As the driving force of
future deep learning, transfer learning can effectively solve
the above problems. (erefore, migratory learning is in-
troduced in data mining to make efficient use of big data and
explore the commonality of different data sets.

First, the source and target domains are preprocessed
accordingly. (en, the original deep neural network model
is trained with the source domain data, or the trained
network structure and parameters are already available as
the source domain classification or prediction model [21].
(e difference of data distribution between the source
domain and the target domain is analyzed by MMD to
obtain the distribution distance. (e original network
structure is adjusted according to the MMD to obtain a new
target domain network, and the parameters obtained from
the original network training are selectively migrated.
Generally, the source domain and the target domain dis-
tribution will have some differences, that is, the MMD is
higher than the set threshold, then the network needs to
add or replace new hidden layers for the target domain
model to learn new knowledge.

It is based on the principle of finding the mean of
samples with different distributions by finding a continuous
function on the sample space, and then finding the difference
between these two means as the difference in means cor-
responding to these two distributions [22]. (e maximum
value of this difference is the MMD of the two distributions:

MMD[F, p, q] � sup
f∈F

Ep[f(x)] − Eq[f(y)]􏼐 􏼑. (1)

As the size of the observed data set increases, constraints
are needed to speed up the convergence of the empirical
estimates of MMD. Using the complete inner product space
becomes the Hilbert space, and the regenerative kernel Hil-
bert space can be expressed as the dot product in the space:

f(x) � 〈f, ϕ(x)〉H. (2)

(e inner product can be replaced by a kernel function,
and for mappings in higher-dimensional spaces, the radial
basis kernel function is usually used:

k x, x′( 􏼁 � e
− x− x′‖ ‖

2/2σ2
. (3)

In general, MMD can be regarded as the distance be-
tween two points in the regenerative kernel Hilbert space,
which can be used to measure the distance of two
distributions.

According to the above migration steps, the network is
not adjusted for the MMD below the set threshold, and the
network is directly trained unsupervised with the target
domain data based on the original parameters and model, as
shown in Figure 3.

(e parameter fixing is canceled, and the whole network
is fine-tuned using the target domain data to obtain the final
target domain network model.

3.2. Personalized Data Recommendation Algorithm Design.
(e goal of a recommendation system is to recommend
content or products that users like or are interested in. In
simple terms, a user will give a high rating to content or
products that he is interested in or likes. (erefore, it is a
simple and effective strategy to recommend a product to a
user that he may give a high rating to. In summary, rec-
ommendation systems can be broadly viewed as a problem
for predicting the user’s rating prediction for a product.

A variety of recommendation system models have
emerged for the rating prediction problem. In general, most
of the current recommendation system models can be
classified into two categories: (1) content-based recom-
mendation systems, and (2) collaborative filtering-based
recommendation systems. Among them, content-based
recommendation systems make recommendations by
extracting features from user or product content, such as
user profile content, product description content [23]. (e
collaborative filtering-based model, on the other hand,
obtains the available recommendation system by deriving
from the user’s historical interaction behavior. (e user’s
historical behavior can be the user’s click record, purchase
record, or rating record of a product on a specific website.
Among them, the user’s rating records are again the most
commonly used. Recommendation systems based on col-
laborative filtering models are currently gaining more at-
tention because of their higher recommendation accuracy.

Based on the machine-learning algorithm, training a
usable recommendation system with the user’s historical
interaction data is the most commonly used collaborative
filtering method. Here, the commonly used machine-
learning model is based on matrix decomposition model
(MF). However, artificial neural network (ANN)-based
models have also started to gain attention in recent years
[24]. (e MF-based approach can better model simple user-
product interactions, but more complex interactions cannot
be handled effectively due to the low complexity of the MF
model.

(erefore, the model can be divided into two main
phases, as shown in Figure 4: (1) feature learning phase: the
feature learning model generates the corresponding low-
dimensional user and product feature vectors based on the
user-user and product-product co-occurrence relationships
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through the user’s ratingmatrix. (2) Neural network training
phase—the �nal score is predicted by the rating prediction
neural network by using the user’s product’s CM or RIM
feature vector as input, which is calculated by layer-by-layer
operations in the network.

Compared to the previous models, the proposed model is
able to utilize both co-occurrence and interaction. �is is
because the pretrained feature vectors can obtain user and
product feature vectors that contain co-occurrence features,
while the predictive neural network can simulate interaction
relationships. Previousmodels can either handle co-occurrence
but not interaction, or the opposite. �e pretrained feature
vectors can be easily used in di�erent branches of the model.
Training the feature vectors and neural networks separately can
achieve higher prediction accuracy than joint training.

�e product and user feature vectors obtained by the
feature learning model reveal the co-occurrence character-
istics of users and products, but these feature vectors do not
directly yield the �nal rating prediction results. �erefore,
additional components are needed to estimate the user’s
rating of the product. Since arti�cial neural networks are able
to e�ciently extract features and model complex objective
functions, as well as fuse input features from multiple per-
spectives [25]. �erefore, neural networks are an ideal model

for rating prediction. In this section, a detailed description of
how the neural network is used to generate the �nal predicted
scores from the obtained feature vectors is presented.

�e goal of rating prediction is to output a real number
of predicted values based on the features of a given user and
product as input, and this predicted value represents an
estimate of the score given to the product by the user. �us,
the rating prediction problem can be viewed as a regression
problem. �erefore, the most straightforward way to use
neural networks is to directly input the CM or RIM features
of users and products obtained in advance into a feedfor-
ward neural network to obtain the prediction values.
However, the prediction accuracy of this approach is not
high enough [26–29].

�is history-based perspective di�ers from the basic
perspective that utilizes only current users and products; it
will represent users or products by their historical records.
�e general architecture of the network is shown in Figure 5.
In which, the network takes CM and RIM features as input.
�e symbols “FC” and “CONV” in the �gure indicate the use
of fully connected layer and convolutional layer, respec-
tively. In general, the network can be divided into two main
parts: (1) multiview feature extraction and (2) integrated
prediction.

User Eigenvector Model 

User Vector 
Dictionary 

Product Feature Vector Model 

Product Vector 
Dictionary Training

Data 

Prediction Model Prediction Score 

Training Eigenvector 

Training Network 

Figure 4: Model two-stage learning framework.
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As shown in Figure 5, in order to obtain the prediction of
the product given by the user, two feature inputs are required
in the feature extraction phase under the perspective of current
perspective and historical perspective. For the current per-
spective, the corresponding feature vectors are input. (e CM
and RIM features of the user from the current and historical
perspectives are entered on the left side of the network.

(e CM features of users and products exist under
different spaces, since they are trained independently of
each other. To extract their features, two different fully
connected neural networks are introduced to transform
the CM features of users and products, respectively. (e
fully connected neural network is used because the CM
feature vectors are holistic and each CM feature vector
uniquely represents a user or a product. (en, the cor-
responding fully connected feature extraction layer is
represented as follows:

αt(tj) � g W
e
ej􏼐 􏼑,

αu(ui) � g W
r
ri( 􏼁.

(4)

In contrast to CM, users and products, given K different
rating categories, will each have K RIM feature vectors repre-
senting the different ratings. In order to use a unique feature to
represent users and products, K different RIM feature vectors
connecting users and products are used to represent them:

vi(ui) � r
1
i , r

2
i , ..., r

k
i􏽨 􏽩,

μj(tj) � e
1
j , e

2
j , ..., e

k
j􏽨 􏽩.

(5)

In order to efficiently process the historical information
effectively, it is first necessary to perform further feature
extraction from the set of users’ evaluated products or the
feature vector corresponding to the set of users who have
evaluated products, and then use the extracted features for
further prediction by neural networks.

(e neural network is trained by the stochastic gradient
descent method, and the evaluation results of the network on
the validation set are used as a condition to end the training
early. If the results do not improve within a few cycles on the

validation set, then the training is ended. In addition, if the
improvement on the validation set is small in one training
cycle, the learning rate of the training will be halved. It is
worth noting that any emergent CM or RIM feature vectors
are not updated during the network training. (is will
destroy the semantic meaning of the CM or RIM feature
vectors on the corresponding space. In addition, the
structure of the multiview network results in the possibility
of a feature vector appearing in different branches of the
network, which makes training more difficult.

4. Experiments

4.1. Data Mining Experiments. In the experimental data, the
ratio of the number of source domain data to target domain
data is set to 7 : 3, and several target domains with different
distributions are collected. (e simulated scenario is a situ-
ation where it is difficult to obtain enough target domain data.
(e variation curves of predicted MAPE with MMD for
different models are shown in Figure 6. From the curves, it
can be found that the effect of migration learning is correlated
with the maximum mean difference MMD between source
and target domains, and if the MMD is small enough, it
means that the target domain data are highly consistent with
the distribution of source domain data, and the migration
learning-based model works better than the original model.
In this case, the source domain and the target domain can be
regarded as in the same domain, then they can be used as a
training sample of the network at the same time, if adding
new layers may lead to an increase in network parameters,
resulting in overfitting, which brings undesirable effects in-
stead.(erefore, we take themeasure of fine-tuning the whole
original network directly using the target domain data.

(e results of representative specific prediction experi-
ments are shown in Table 1. From Table 1, we can see that
there is a distance between the source domain and the target
domain, that is, the value of MMD is larger, and our model
works better. (e model not only can effectively migrate the
knowledge from the source domain but also allows the
network to use the target domain data to learn new
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Figure 5: Overall structure of multiview prediction neural network.
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knowledge by adding new layers to achieve the combination
of the two domains’ knowledge. However, if the MMD is too
large, which means that the distribution of the source and
target domains is too di�erent, then negative migration will
occur. Nomatter how you adjust the network result, the �nal
migration result is worse than the original network trained
with only the target domain data. In this case, the knowledge
of the source domain is counterproductive.

A comparison of the prediction curves under di�erent
MMD-based models is shown in Figure 7. From Figure 7, it
can be seen that our model �ts better. In contrast, the original
model deviates from the actual curve in several places, and the
results are relatively poor. Speci�cally, the model performs
best when the MMD belongs to the interval (0, 0.17), that is,
only the target domain data need to be used to �ne-tune the
trained model for the source domain data. If the MMD is
larger and falls in the interval (0.17, 0.35), the model needs to
be retrained using the target domain for adding new layers,
and �nally, the learning rate is reduced and the full network is
�ne-tuned. When the MMD is larger than 0.35, the migration
learning has a negative e�ect, and it is necessary to �nd
another source domain dataset with stronger relevance.

4.2. PersonalizedDataRecommendationExperiments. In this
section, we test the e�ectiveness of the proposed model
applied to the Top-N recommendation problem.

MovieLens-1M is used as the dataset, and the model pa-
rameters introduced previously are used. First, the evalua-
tion criteria are introduced, and then the comparison
method is presented, and �nally, the experimental results
and analysis are given. �e same consistent test conditions
are used. �e detailed experimental setup is as follows: with
90% of the data selected as the training set and the rest as the
test set. In particular, in the test set, only the samples with a
rating of 5 are kept, and the rest are discarded directly.
Despite the Top-N problem, the training set is used to train a
model for score prediction during the training phase.
�erefore, all training and model details follow the previous
model. Recall is used as the test criterion to evaluate the
performance of Top-N recommendations. �e comparison
methods are the following: (1) Movie Average—the N
products with the highest average scores are recommended
to users. (2) Bias Matrix Factorization (BMF)—a MF model
that incorporates user and product biases. (3) SVD++—a
hybrid model of MF method and neighbor-based method.

Figure 8 shows the recall of di�erent methods at di�erent
N. It can be seen from the �gure that the proposed method
can achieve a recall rate of 0.32 for N� 10, and overall, the
proposed method is signi�cantly higher than the other
models under di�erent N. �e experimental results indicate
that the proposed method not only has good accuracy in
score prediction but also performs well on Top-N. However,
this does not mean that a method with high RMSE will
necessarily guarantee good Top-N performance. For ex-
ample, although BMF can achieve an RMSE of 0.85, it has a
recall of 0.17 at N� 10.

In order to verify the rationality of the multiview
structure, the performance under di�erent viewpoint sub-
networks and di�erent combinations of subnetworks was
tested, and the results are shown in Table 2. In the table,
di�erent subnetworks are classi�ed into separate viewpoints
and multiviewpoints. Under the current perspective, the
performance with CM or RIM feature vectors alone is tested
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Figure 6: Change curve of MAPE predicted by di�erent models with MMD.

Table 1: Representative prediction experiment results.

MMD Original
(%)

Transfer
learning (%) Transfer learning +MMD

0.045 11.26 9.64 12.92%
0.096 9.74 11.37 10.20%
0.158 19.37 8.96 11.83%
0.213 7.81 12.13 13.56%
0.279 8.35 10.42 15.49%
0.343 12.64 11.58 14.37%
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separately. Similarly, two separate subnetworks using CM or
RIM feature vectors are also tested under the historical view.
Note that the use of both CM and RIM features in the
current view is also considered as multiview here. Among all
the single-view models, using the RIM feature in the his-
torical view is the best performer, reaching 0.834, which is
close to the �nal model’s 0.821. �is result indicates that the
RIM feature in the historical view plays the most critical role
in the �nal prediction of the multiview model. When both

RIM and CM are used in the current perspective, the cor-
responding performance is better than the 0.837 and 0.838 of
the CM and RIM single-view models, while the performance
of using both RIM and CM in the historical perspective is
only equal to the 0.852 of using RIM alone in the historical
perspective. However, if all views are used simultaneously,
the performance is still further improved to 0.834.�erefore,
in general, the use of multiple views is better than the single-
view model.
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Figure 8: Recall rate of di�erent N values.
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5. Conclusion

(e advent of the era of big data has provided an opportunity
for the development of soccer in China, especially for the
selection and education of school soccer. It is especially
important to deeply integrate big data with school soccer and
give full play to the role of “big data” in the selection,
teaching, training, and competition of school soccer. Based
on the existing big data technology, a method combining
data mining and data recommendation is proposed to
promote the sustainable development of campus soccer.
First, a data mining model based on migration learning and
MMD is proposed for the verse mining problem, which
improves the data utilization and data mining performance
and efficiency. In which, MMD is introduced as a measure of
the difference of data distribution between the source do-
main and the target domain, and the migration learning
method and the adjustment network model are designed
according to the size ofMMD; finally, the data miningmodel
based on migration learning and MMD is established. (en,
for the personalized data recommendation problem, a deep
collaborative filtering model that does not depend on
content features using deep neural networks is proposed.
(e model learns the feature vectors of users and products,
respectively, and the interaction between students and
soccer sports information extracted by neural networks
using the previously obtained features, and a multiview
prediction model with two different feature vectors is ap-
plied. Finally, the proposed data-mining model is experi-
mentally verified that the proposed method can not only
improve the accuracy of data mining but also improve the
efficiency of network learning; the accuracy of the proposed
data recommendation algorithm prediction also exceeds the
traditional method and the previous deep model. (is paper
is an attempt for the sustainable development of school
soccer in the era of big data, and we hope to provide ref-
erence for other researchers. In the future, we plan to
conduct research on sustainable development strategies for
school soccer based on convolutional neural networks.
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