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Network intrusion detection is a powerful means to identify and analyze the state of the Internet of things. For the reliability
requirements of the Internet of things, an intrusion detection analysis method of the Internet of things based on a deep network
model is proposed. First, based on the Inception network architecture as the backbone network, this method constructs a multi-
scale convolutional neural network (M-CNN) intrusion detection analysis network model. The long-term and short-term memory
network models are introduced into M-CNN to enhance the local feature extraction ability of the model. At the same time, batch
normalization and global average pooling layers are introduced to make the data distribution of each layer uniform, reduce the
model training time, reduce the model calculation gradient, and further improve the efficiency of the network. The simulation
experiment takes the KDDcup99 data set as an example, and the results show that the M-CNN intrusion detection model can
achieve better results. The precision Pre and recall Re of the detection model are 93.90% and 93.59%, respectively.

1. Introduction

The industrial Internet of things, regarded by scholars as a
new generation of interconnection modes [1, 2], is an
ubiquitous network based on the Internet. It connects a
large number of microdevices (smartphones, electricity
meters, etc.) with the Internet according to the agreed
protocol and realizes intelligent communication between
people, people, and things, as well as things and things
[3-5]. At a time when the interconnected Internet of things
is evolving towards science, at the same time, the external
situation of the Internet of things is also suffering from
massive network attacks. Moreover, the methods of attacks
are also emerging day by day, and the inexplicable offenses
that need to be resisted are becoming more and more
complex [6, 7]. Therefore, an effective and accurate network
state analysis method is of great significance to support the
efficient information interaction function of the Internet of
things. Intrusion detection technology can detect and
analyze the network data by collecting all kinds of

information in the network traffic so as to judge whether
there is abnormal behavior in the network traffic and
provide reliable protection support for users or terminal
equipment [8, 9].

The emergence of deep learning provides a new solution
for the intrusion detection research of the Internet of things.
Taking the status of the Internet of things as a network
sample data set, it is imported into the deep learning model
for continuous training and learning, and the corresponding
label set is constructed to realize real-time network status
analysis and attack detection [10, 11]. However, the current
deep network learning has too many network layers, which is
easy to cause problems such as overfitting and gradient
explosion.

In order to solve the problems of the overfitting and
gradient explosion of depth network, this paper proposes an
intrusion detection method of the Internet of things based
on a multiscale convolutional neural network (M-CNN).
Adopt the inception V3 network structure as the backbone
network to build the M-CNN network analysis model. At the


mailto:20111036@zknu.edu.cn
https://orcid.org/0000-0003-4413-8995
https://orcid.org/0000-0002-1808-9301
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8124831

same time, use the batch normalization and global average
pooling layers to further improve the efficiency of the
network. On the basis of ensuring a certain network
structure, improving the computing power of the model, and
solving the problems of overfitting and gradient explosion.

The remaining chapters of this paper are arranged as
follows: Chapter 2 introduces the relevant research in this
field. In Chapter 3, the proposed network intrusion detec-
tion model based on multiscale CNN is introduced in detail;
the fourth chapter takes the KDDCUP99 data set as an
example, and the experimental results show that the pro-
posed model can achieve better results; and the fifth chapter
is the conclusion.

2. Related Works

Intrusion detection technology is an active security defense
strategy, which can actively detect and identify abnormal
behaviors in network access data. It is an important security
defense measure deployed behind the firewall and is the
second firewall for system security [12-14]. The Internet is
only a small part of the huge industrial Internet of things
system [15]. According to the data of the Weekly Report on
Network Information Security and Dynamics in December
2020 released by the China Internet Emergency Center, the
number of hosts infected with network viruses in China has
reached 609 thousand. It can be seen that improving the
performance of intrusion detection to effectively identify
malicious traffic has become an inevitable requirement of the
development of network security technology.

Traditional intrusion detection methods are mainly
composed of anomaly detection models for normal behavior
characteristics and misusing detection models for known
attack behavior characteristics. They are mainly based on
feature detection and rule-based to identify attack behavior,
which has many shortcomings [16]. First, traditional intrusion
detection methods often lack accuracy and the ability to au-
tomatically update relevant features. Second, when identifying
attack behaviors, detection methods of anomaly detection
models include threshold detection and statistical methods,
etc. Reference [17] used statistical analysis methods and
identified DOS and DDOS based on Kullback-Leibler distance.
However, it is too dependent on the features of normal
network behavior, and there is a problem with a high false
positive rate [18]. Detection methods of misusing detection
models include pattern matching, expert systems, etc. Refer-
ence [19] developed a malware pattern-matching engine.
However, it is only effective for the currently known attacks,
and the missing rate of unknown network attacks is high.
Network traffic data has a trend of high-dimensional and
massive changes, and it is difficult to automatically distinguish
between attack behavior and normal behavior by manual
analysis alone [20]. Due to its strong representational learning
ability, the deep learning model can effectively solve the
problem of difficult high-dimensional data, which is suitable
for application to the task of detection and classification [21].

The main idea of deep learning is to recognize and classify
new network traffic data in real-time by using a trained
classification model. Reference [22] proposed an intrusion
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detection system based on deep learning for the multi-cloud
Internet of things environment, and the feasibility of the
method was verified based on the NSL-KDD data set; Ref-
erence [23] determined the network security level, constructed
a security intrusion detection system based on real-time se-
quence and extreme learning machine model, and analyzed the
state of the Internet of things network. Based on the security
interoperability requirements of the Internet of things, refer-
ence [24] built a distributed intrusion detection model based
on the bidirectional long and short-term memory model to
realize the network protection of the Internet of things for
smart contracts; Reference [25] adopted the stacking depth
learning method to analyze and determine the network state of
the SCADA system in the power network. Reference [26]
proposed a new unsupervised dimensionality reduction
method to detect network attacks. It uses t-SNE combined with
a hierarchical neural network to map the high-dimensional
network data space to the low-dimensional potential space.
Reference [27] proposed a hybrid method of multiobjective
genetic algorithms and neural networks to establish an inte-
grated solution for effectively detecting network intrusion, and
this method has achieved good results. However, when dealing
with network state analysis, the current deep learning model
mainly relies on the stacking of network structures to improve
the recognition accuracy, which makes the network model
prone to the problem of over-fitting and introduces the gra-
dient explosion phenomenon in the calculation of the network
model. It is difficult to ensure the stability of the intrusion
detection model.

Therefore, this paper proposes an intrusion detection
method based on M-CNN. The proposed method improves
the performance of network analysis, simplifies the structure
of the network model, reduces computational memory, and
improves the efficiency of model analysis.

3. Network Intrusion Detection Based on
Multiscale CNN

3.1. Overall Framework of the Proposed Method. The overall
training framework of the M-CNN model proposed in this
paper is shown in Figure 1. The idea is based on the In-
ception structure of GoogLeNet, which includes three parts:

3.1.1. Data Preprocessing and Data Transformation. The
symbolic feature attributes in the KDD data set are digitized
and normalized to obtain a standardized data set. Then each
network data is transformed into two-dimensional data so
that it can conform to the CNN model input format and the
data is read into the model through the data reading tool
Pandas.

3.1.2. Specific Structure of CNN. The optimal features ob-
tained by CNN training on the transformed data set are used
to identify five attack states in the data set: DoS (denial of
service), Probe (watch and other probe activities), R2L (il-
legal access of ordinary users to local superuser privileges),
U2R (illegal access from remote machines), and Normal
(normal records).
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FIGURE 1: M-CNN learning process.

3.1.3. Model Training and Reverse Fine-Tuning Improve the
Performance of the Model. In the CNN model, the BP al-
gorithm plays the role of fine-tuning the model parameters
in the whole network.

3.2. Data Preprocessing. Before analyzing the network
model, the original data set should be processed accordingly.
Data processing can be divided into three parts: data
cleaning, one-hot coding, and data normalization.

3.2.1. Data Cleaning. Data cleaning is to correct or clear the
wrong data in the data file, including the processing of
invalid values and missing values in the data and the ra-
tionality detection of the data, that is, to replace, modify and
delete the dirty data.

As shown in Figure 2, the main process of data cleaning
is as follows:

Step 1: Find the missing data. Some faults or human
errors will occur occasionally during data collection,
resulting in the value of one or more items in the data
being in a blank state. In this experiment, the missing
value is found by the Excel tool, and the positioning can
be realized by setting the positioning condition to a null
value.

Step 2: Because the sample data set used in this paper
has few missing values, that is, the information con-
tained in the corresponding part is limited, so the
method of directly deleting this row of data is adopted
to deal with the missing values.

Data cleaning and
processing stage

Query missing data

v

Remove missing data

;

Delete malformed data

FIGURE 2: Internet of things data cleaning process.

Step 3: After excluding missing values, there will also be
some obvious inaccuracies in the data. There are many
data with content errors in this experimental data set,
especially more than 1000 data with “Infinite” and “NaN”
in the two columns of Flow Bytes/s and Flow Packets/s.
However, the data in these two columns should be speed
in numerical form, which is an obvious content error, so
the whole row of data involved in the error will be deleted.

In addition to finding missing values and content errors,
data cleaning also includes operations such as removing
duplicate values. Whether it is logical errors or excessive data
repetition, it will affect the performance of the model. After
searching, no logical error data is found, and the data
repetition is less, so no treatment measures are taken.

3.2.2. One-Hot Encoding. The data collected by the Internet
of things has a large number of discrete data. Its data format
is a string, so it is considered to digitize the labels in string
format. If labels are converted into numbers, the above data
cannot be directly used in the model.

One-Hot Encoding can solve this problem. The method
is to encode n states. One digit represents one state, and n
digits are needed to represent n states. When the resultisin a
certain state, the corresponding digit of the state is 1, and the
other digits are 0. It can also be understood that for each
feature, if it has m possible values, it will become m binary
features after One-Hot Encoding. Moreover, these features
are mutually exclusive, and only one feature is activated at a
time. Therefore, the data will become sparse. One-Hot
Encoding not only solves the problem of data attributes but
also expands multiple labels in the experimental data set into
sparse label variables with corresponding dimensions.

3.2.3. Data Normalization. Data normalization is to scale
the data in proportion so that all values are within the re-
quired range. There are two main advantages to normalizing



data. One is to improve the convergence speed of the model,
and the other is to improve the accuracy of the model.

According to statistics, the size of the data used in the
experiment in this paper is unstable. In order to more truly
simulate the data situation of the actual intrusion scene, the
standard deviation is not used. At the same time, when new
data is added, the maximum value will change and need to be
redefined. Therefore, this experiment adopts the method of
normalization of standard deviation to realize the normal-
ization of the standard deviation of data.

The calculation formula of normalization of standard
deviation is shown in formula (1), where x,,,,, is the nor-
malized data set. After normalization of the standard de-
viation, the data present a Gaussian distribution, with a
mean of 0 and a variance of 1.

i (1)
o

anTm =
where x is the original sample data set of the Internet of
things, u is the mean value, and ¢ is the standard deviation.
When using standard deviation normalization, the data
distribution is generally close to the Gaussian distribution,
otherwise, the normalization effect may be poor.

3.3. M-CNN Model Structure. According to the inception
architecture, this paper creates a multiscale convolution
module (M-Module), and adds long and short-term memory
(LSTM) layers and a convolution pooling layer to complete the
complementary operation of local feature extraction. It im-
proves the efficiency of the network by using batch normal-
ization and global average pooling (GAP) layer and finally
completes the classification by using the Softmax layer. The
M-Module based on Inception is shown in Figure 3 below.

In the M-Module used in this paper, the convolution
kernel with a size of 55 is decomposed into two 3 * 3
convolutions, and the 3 * 3 convolutions in the two branches
are further decomposed into 1 * 3 and 3 * 1 convolution to
minimize the number of parameters. At the same time, the
step size of 1 and the same padding method are used in the
module to maintain the edge features and maintain the size
of the feature map. In each branch, 1 * 1 convolution is used
to unify the number of channels, so as to facilitate the fusion
of feature maps.

The components and parameters of the model M-CNN
are shown in Table 1.

In M-CNN, three M-Modules are used. The depth of the
three module filters gradually increases, and an average
pooling layer is added after the last M-Module to reduce the
size of the feature map. Then, the feature map is mapped into
a tensor with a size of 11D through the GAP layer,
converted into a format consistent with the input of the
LSTM layer through the Reshape layer, and then input into
the LSTM layer to extract sequence features. Finally, the
classification results are output through the Softmax layer.

3.4. Selection of a Pooling Layer. The original intention of the
pooling layer was to reduce parameters and speed up net-
work training, but it is a process of feature loss. In order to
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TaBLE 1: Composition and parameters of M-CNN.

Size Ste Fillin
No Network layer (depth) (stricllae) methogd
L1 Input layer 12%12%2 — —
M2 M-module 128 S=1 Same
C3 Conv layer 3%3%x128 S=1 Same
M4 M-module 256 §=2 Same
C5 Conv layer 3 %3 %256 S§=2 Same
M6 M-module 512 §=2 Same
Cc7 Conv layer 3%3 S=4 Same
F8 Gap layer — — —
R9 Reshape layer — — —
D10 LSTM layer 128 — —
Fl1 Full connection 15 . .

layer

improve the classification accuracy of the model, this paper
uses only one average pooling layer at the end. The reason for
choosing average pooling is that the features in each network
data are different in size and vary greatly. Even if they are
normalized and mapped to the interval (0, 1), some elements
in the interval tend to 0, and some tend to 1. There is still a
great difference. If the max pooling method is adopted, the
feature tending to 0 will never be selected, resulting in errors
in classification.

The pooling layer is divided into overlapping pooling
and nonoverlapping pooling according to the size of the
convolution kernel and sliding step size. Overlapping
pooling can converge faster and have higher accuracy. This
paper selects the overlapping pooling method to make the
M-CNN model optimal.

3.5. Batch Normalization. In the process of deep learning
network model training, the parameters of the network
model are constantly updated and changed, so the proba-
bility distribution of the input data at each layer is also
constantly changing, and the internal covariate shift phe-
nomenon appears. It needs to use a smaller learning rate and
better parameters in the model training to avoid this phe-
nomenon. However, this method will prolong the training
time of the model and make it difficult to train the model
when using saturating nonlinearities activation functions



Mobile Information Systems

(such as sigmoid positive and negative oversaturation).
Because of the existence of the covariate shift phenomenon,
according to the chain rule, when the number of layers of the
deep learning network model continues to increase, the
existing problems will also continue to be expanded. For the
generalization of the deep learning network model, this is a
serious problem. A neural network is representational
learning. If the input of data always changes, the neural
network must relearn the new distribution. The algorithm
normalizes all layers of the model, which makes the input
data irrelevant. By normalizing the input of each layer to
readjust the data distribution, the data distribution of each
layer is uniform, so as to reduce the impact of Internal
covariate shift. The batch normalization (BN) algorithm can
reduce the impact of internal covariate shift and has other
advantages. At the same time, the BN algorithm is a very
popular optimization algorithm in the field of deep learning.
The BN algorithm is shown in Algorithm 1. In this paper, the
BN algorithm is applied to the proposed model to improve
the performance of the network model.

3.6. Weight Update. The weight update uses the BP algo-
rithm and a gradient descent algorithm to update the weight
and bias. The gradient descent algorithm is realized by
calculating the derivative of the loss function for the weight
and bias.
0 1w 0
W (W,b) = E ;W](W’b7 Xi’g) + Zwi(k) >

0 1& 0
W (W) b) = ; ij(w, b;xi,g), (2)

i i=1 Y%

where W is the weight of node i in layer k, b* is the bias of
node i in layer k, and z is the normalized parameter. The
feedback error is:

n
k) _ (k) (k+1) (k)
K; _<Zwi K; >‘Vi >
i1

(tk) _ (k) (k)
K; __(g_ai )’Vi ]

(3)

where 7k is the final output layer, Ki(Tk) is the residual of node
iin layer k, vi(k) is the activation value input to node i in layer
k, and v’ is the activation value of node i in layer k.

4. Experiments

The M-CNN model was built based on the deep learning
framework Keras 2.2.0, and its programming language is
Python 3.5.2 to verify the feasibility of the proposed de-
tection method. The specific experimental parameter con-
figuration is shown in Table 2.

The data set selected for the experiment comes from the
KDDcup99 data set collected by the Lincoln Laboratory of
the Massachusetts Institute of Technology in the United
States. The data set has a total of 5 million records, in which
10% of the test set and training set are provided. The

category, number, and proportion of training data and test
data used in this experiment are shown in Tables 3 and 4.

4.1. Model Performance Analysis. The weights and biases of
all layers are initialized by the 0-means Gaussian function,
and the loss rate is 0.02. At the same time, due to the uneven
distribution of data in the dataset, a normalization layer is
used before convolution to evenly distribute the data and
speed up the learning time of the network structure. In order
to prevent the network from falling into overfitting
and improve the generalization ability of the network
structure, the dropout method is used to connect the map
features in the fully connected layer. The layer-to-layer
connection probability is experimentally explored, as shown
in Figure 4.

It can be seen from Figure 4 that when the dropout
probability is 0.8, the model accuracy of M-CNN is the
highest, reaching 92.89%. Therefore, the dropout probability
parameter is fixed at 0.8. At the same time, this paper uses
the mini-batch gradient descent method for training. Each
training only needs a small number of samples, which not
only ensures that the convergence speed is not too slow but
also ensures that the optimal solution is not too local.

The batch normalization layer can speed up the network
learning speed. This paper also performs an experimental
analysis of the M-CNN model with or without the BN layer,
and the results are shown in Figure 5.

It can be seen from Figure 5 that the use of the BN layer
can significantly accelerate the convergence speed and im-
prove the learning efficiency of the model. After 30 rounds of
iterative calculation, the accuracy of the model reaches
92.47%, which can support relatively accurate Internet of
Things network intrusion judgment. At the same time,
during training, because the BN layer updates the weights
according to each mini-batch, set “use-global-stats” to
“false.” During the test phase and new sample prediction, set
“use-global-stats” to “true” to prevent nonconvergence.

4.2. Analysis of Detection Results. The experiment uses the
precision Pre, recall Re, and F, value as measures to analyze
the optimality of the detection method.

p TP
re = ————,
TP + FP
TP
Re=——, (4)
TP+ FN
3 2Pre % Re
'™ Pre+Re’

where TP is the accuracy of model identification of network
intrusion and FP is the proportion of correct model iden-
tification. The higher the precision and recall, the better the
detection effect.

The test data set adopts part of the data set in the
KDDcup99 data set. The test results of the test data set are
shown in Table 5 and Figure 6.
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Parameters to learn: r, 6
Output: {g = BN, 5(x,)}

Input: set the minimum batch by x: 6 = {x,x,, x3,...,%,}

(1) wb—(1/n) Y, x; //mini-batch mean

2) oé<—(1/n) Yo (x - ;49)2 //mini-batch variance
(3)  X;—(x; — ty/~/0% +7) //mormalize

(4) g<rX;+0=BN,q(x;) //scale and shift

ALGORITHM 1: BN algorithm in network intrusion detection method.

TaBLE 2: Experimental parameter configuration of the M-CNN

detection method.

Item Details
Operating system Linux 6.3.1
CPU Intel core i7-6700
Memory 32GB
Programing language Python 3.5.2
Deep learning framework Keras 2.2.0

TaBLE 3: Training set of the M-CNN detection method.

Category Quantity Proportion (%)
Normal 97278 19.69
DoS 391458 79.23
Probe 4107 0.83
R2L 1126 0.22
U2R 52 0.01
100 T T T T T T T T T
80 .
S .
>~
8 L i
5
3 40t -
< - -
20 .
0 1 1 1 1 1 1 1 1 1
0 0.2 0.4 0.6 0.8 1.0

Connection probability

FIGURE 4: Influence of dropout probability parameters on the
model.

As shown in Table 4, for various network states in the
KDDcup99 data set, the M-CNN method can achieve more
accurate classification and identification, and the
identification accuracy of various situations can reach 91%.
The detection accuracy is from high to low:
Dos > Normal > Probe > R2L >U2R. Except that the de-
tection accuracy of U2R with less training data is low, the
detection accuracy of other types of data is greater than
92%. Figure 6 shows the evaluation of the model based on
different indices.

100 T T T T T T T T T
80 |- mmmmTTTTTTTTTTTTTTTTY
E 6ol e i
oy | ) 4
S 40 - J/ 4
< ’
L/, 4
/
20t/ .
U
4
L/ 4
0 1 1 1 1 1 1 1 1 1

0 10 20 30 40 50 60 70 80 90 100
Epoch

—— with Batch Normalizing
- - - without Batch Normalizing

FIGURe 5: Experimental comparison with and without batch
normalization layer.

The identification results of precision Pre, recall Re, and F;
value in Figure 6 are consistent for different network states.
Combined with the results in Table 4, it shows that the model
has insufficient detection power for U2R. This is because the
sample numbers of the U2R data set is insufficient, and the
model fails to fully learn its data features. Therefore, the ability
to distinguish this type of data is greatly reduced, and it cannot
achieve high-precision detection, which also leads to a higher
false positive rate of U2R data than the other four types of data.
Therefore, according to the number of data and the detection
results, it is determined that the data detection rate is in direct
proportion to the number, while the false positive rate is in
inverse proportion to the number. The larger the data scale, the
better the detection results. Using the inception network ar-
chitecture as the backbone network, a multiscale CNN network
analysis model is built. The LSTM layer and convolution
pooling are added to the model to complete the operation of
local feature extraction, so as to improve the model’s identi-
fication and classification performance of network intrusion.

In order to test the overall detection performance of
intrusion data, this paper takes the KDD99 data set as the
benchmark method, uses reference [22, 25] as the com-
parison method, and runs in the same experimental envi-
ronment as the M-CNN detection method to verify the
optimal performance of the proposed method. The com-
parison results of different detection methods are shown in
Table 6. The M-CNN detection model has good perfor-
mance, and the accuracy is higher than other models.
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TABLE 4: Test set of the M-CNN detection method.

TABLE 6: Test results under different methods.

Category Quantity Proportion (%) Method Accuracy (%)
Normal 60 593 19.48 The proposed method 93.87
DoS 229 853 73.90 Reference [22] 92.18
Probe 4166 1.33 Reference [25] 91.09
R2L 16 189 5.20
U2R 228 0.07
95
100 T T T T T 93 | ] =
97.5 + —
95| — o AT
_ m =
925 | _ — m—_ <
© 89 |
;?, 90 |-
87.5 87 |
85
85
82.5 ¢ The proposed Reference [22] Reference [25]
80 method
Normal Dos Probe R2L U2R
1 Pre
[ Pre [ Re
1 Re [ I
[

FIGURE 6: Analysis of test results under different indices.

TaBLE 5: Test results for test data set.

Item Accuracy (%)
Normal 93.37
DoS 94.01
Probe 92.43
R2L 92.36
U2R 91.07

Figure 7 shows the analysis of detection methods based
on different indices.

It can be seen from Table 5 and Figure 7 that the M-CNN
intrusion detection model designed in this paper can achieve
better results when using the same dataset, with precision,
recall, and value of 93.90%, 93.59%, and 93.31%, respectively.
The results show that the detection rate of this model is higher
than other models, the detection results are more accurate, and
the overall performance of this model is more optimized.
Therefore, this model is feasible. The reason is that the In-
ception V3 network structure used in the M-CNN model still
maintains the expression ability of the model while simplifying
the network model. Using the LSTM layer, more key infor-
mation features in the data set can be extracted, which ef-
fectively removes the redundant features. At the same time,
using the BN layer greatly alleviates the overfitting problem of
the model. Comparison methods ignore the increase in pa-
rameters and calculations caused by the superposition of
network layers. The method of directly increasing the number
of network layers can improve the amount of information
obtained, but it is also prone to problems such as overfitting
and gradient explosion to a certain extent.

FiGure 7: Comparative analysis of detection methods under dif-
ferent indices.

5. Conclusion

Reliable and accurate network intrusion detection analysis is
an important guarantee for the stable and secure networking
of users or terminals in the Internet of things. This paper
proposes a network intrusion detection method based on the
multiscale CNN network model. In the M-CNN network
intrusion detection model, batch normalization and global
average pooling layers are introduced to adaptively adjust
the distribution of input data. It makes the data distribution
of each layer uniform, reduces the model training time,
reduces the model calculation gradient, and further im-
proves the efficiency of the model. The simulation results
confirm that the precision of the proposed M-CNN intru-
sion detection method for identifying the network state of
complex data sets is 93.90%. The proposed method can
accurately judge and analyze the heterogeneous network
state of the Internet of things and effectively support the
reliable and stable interconnection state of the Internet of
things.

Although the data used in the simulation experiment in
this paper is the standard detection data commonly used in
the field of intrusion detection, its generation method is
different from the data generated in the actual network
environment. Therefore, the next stage of research will
further study the intrusion data modeling and network state
analysis generated in the actual network environment.

Data Availability

The data used to support the findings of this study are in-
cluded in this article.
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