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At present, most of the existing image recognition methods are not only cumbersome in process but also require manual design of
functions, resulting in poor recognition results and time-consuming training. �is study explores image recognition algorithms
based on arti�cial intelligence and machine learning, which can simulate the hierarchical structure of the human brain and
nervous system, realize automatic extraction of complex features, and have powerful data representation capabilities. In this study,
the structure of arti�cial neuron is introduced �rst, and the training process of the neural network is introduced in detail. At the
same time, this study improves the traditional training algorithm and proposes two new machine learning models for di�erent
application scenarios, which e�ectively improves the performance of the optimal model. In relevant tests, the e�ect is signi�cant.
On the basis of these improved algorithms, an online recognition system is designed and implemented. �e recognition accuracy
rate of the system for the hidden layer reaches more than 90%, which veri�es the e�ectiveness of the technology. At the same time,
after repeated experiments, the results show that themultiview algorithm e�ectively solves the problem that the recognition results
of the traditional multiview algorithm are a�ected by the size of the target contour.

1. Introduction

Image recognition is the input image obtained from vision.
�rough a series of calculation, analysis, and learning
processes, the object recognition in the scene, the descrip-
tion of the relationship between the objects in the scene, and
the recognition of the scene are obtained [1]. In short, image
recognition. It is to use computers to realize human’s visual
understanding of images, for example, �ngerprint recog-
nition technology, face detection, and recognition tech-
nology in various embedded systems such as smart phones
and tablet computers [2]; surface defect detection technol-
ogy and product shape recognition technology in industrial
automated inspection systems [3]; robot vision in arti�cial
intelligence, autonomous driving of unmanned cars, and
automatic human-machine tracking [4]; and military target
tracking, missile guidance, and air remote sensing [5].
Nowadays, the demand for intelligent automation equip-
ment and instruments is becoming more and more urgent
[6].

Generally speaking, the existing image recognition
methods can be divided into methods based on expert
knowledge and methods based on machine automatic
learning [7, 8]. In contrast, machine-based automatic
learning methods are based on the “machine” self-learning
ability [9]. �e idea is to design machines with self-learning
capabilities by relying as little as possible on “human”
experience [10]. For example, given only the structure of
the machine and some simple operation measures, the
machine can automatically learn the speci�c rules hidden
in the image data [11, 12]. Using “machines” instead of
“humans” to learn can reduce the workload of manual
design [13, 14]. �erefore, it is more common to rely on the
advantages of “machines” in computing speed to solve
these problems.

�is study proposes a novel research direction of the
image recognition algorithm, which can e�ectively improve
the quality and e�ect of image recognition and can also
provide new ideas for the research of arti�cial intelligence
and machine learning technology.
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2. Proposed Method

2.1. �e Structure of Arti�cial Neurons. �e arti�cial neural
network can be regarded as a directed graph connected by
directed weighted arcs with arti�cial neurons as nodes. �e
structure of the arti�cial neuron is shown in Figure 1.

If a local feature appears in one location, it may also
appear in any other location. Mathematically, the operation
of the feature map based on the convolution kernel corre-
sponds to discrete convolution.

2.2.�e Training Process of the Neural Network. By using the
min-batchmethod, back propagation is performed to update
the parameters in the neuron.

vn+1 � 0.85vn − 0.001αA −
zL

zW
|wn( )Dn,

wn+1 � wn + vn+1.

(1)

�e whole training process and training results are
shown in Figure 2.

2.3. Neural Network Training Result Analysis. Based on the
above learning model, the convolution kernel of the �rst
layer of the neural network is obtained, as shown in Figure 3.

�e segmentation training of the convolutional layer is
not performed. In contrast, the overall performance of the
model in this study is better. �is article integrates multiple
models and merges their output with postresort, as given in
Table 1.

2.4. Improvement of the Model

2.4.1. Optimizes with Optimizer. It is set at the beginning of
training to initialize the cumulants of gradients and square
cumulants.

vdw � 0, vdb � 0; sdw � 0, sdb � 0. (2)

Assuming that in the training phase of the t-round
training, two basic momentum parameter updates can be
calculated at �rst.

vdw � β1vdw + 1 − β1( )dw,

vdb � β1vdb + 1 − β1( )db,

sdw � β2sdw + 1 − β2( )dw2,

sdb � β2sdb + 1 − β2( )db2.

(3)

Since the average value of the moving index at the be-
ginning of the iteration will cause a large di�erence between
the initial value and the initial value, the deviation of the
above value needs to be corrected.

vcdw �
vdw

1 − βt1
,

vcdb �
vdb

1 − βt1
,

scdw �
vdw

1 − βt1
,

scdb �
vdb

1 − βt1
.

(4)

�rough the above formula, the correction value of the
cumulative parameter evaluation can be obtained in the
t-round iteration process, and the weight and deviation can
be updated.
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Figure 1: Structural diagram of an arti�cial neuron.

0.2
0 50 100

0.5

1.0

Figure 2: Training process of the deep neural network.

Figure 3: �e convolution kernel graph obtained by training.

Table 1: Comparison of the methods in this study with other
methods.

Model p-1 error rate (%) p-5 error rate (%)
Sparse coding 46.9 28.1
SIFT + FVs 45.2 25.5
1KCNN 40.5 18.5
1MyCNN 40.1 18.0
5MyCNN 37.5 17.1
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w � w − a
vcdw������
scdw + ε
√ . (5)

In summary, the learning rate decay method can make
the network’s early training converge quickly, and in the
later training, it can converge to the optimal value of the
function to the greatest extent.

2.4.2. Improvement of the Multiview Method. By comparing
the recognition error rates of di�erent methods, Table 2 is
obtained.

Observing the data in the table, we �nd that the error rate
and accuracy of the improved algorithm are lower than those
of the previous and traditional test methods. Of course, the
improved algorithm is not perfect; it also has some prob-
lems, the number of improved images is too much, and the
problem of frequent testing is unavoidable.

2.5. Level Classi�cation Algorithm. �e probability of mis-
classi�cation of m and K are calculated by the following
formulas. X is used to indicate the number of objects to be
identi�ed, and ε m and K are used to represent the frequency
of misclassi�cation of m to K.

ρm,k �
εm,k

∑Ni+1 εm, i
. (6)

�e principle of undirected graphG� (V, E) is applied. A
class is a node, the set of nodes is V, and the set of edges is E.
�e weight of the edge between two points is used as the
probability value of the two classes. �en, use the global
minimum cut algorithm to repeatedly �nd the global
minimum cut on this graph, and then, we can get the set of
errors that are easiest to classify, as given in Table 3.

3. Experiments

�e platform used in the experiment is Python++�eano.
SVM is used as the baseline test. Each pixel is used as the
input of the SVM algorithm. We can test the e�ectiveness of
the proposed method. Under the Java platform, use LIBSVM
for testing.

3.1. �e Number of Samples, the Number of Nodes, and the
Number of Layers. �is part of the experiment is based on
the MATLAB R2009a computing platform, and the SVM
classi�er uses the LIBSVM toolbox. �e number of training
samples used in the experiment is 1000, and the number of
test samples is 200. As given in Table 4. �e image recog-
nition network model is shown in Figure 4.

Two kinds of training samples and test samples are
separately removed, and di�erent hidden nodes and layers
are selected to compare the e�ects of training samples,
nodes, and layers. Among them, the training sample of
Figure 5 is 1000, and the testing sample is 200.

Figure 6 shows the comparison of the prediction ac-
curacy of this method and the CNN method for di�erent
hidden layer nodes when there are two hidden layers. �e

Table 2: Comparison of recognition error rates for di�erent test
methods.

Model p-1 error rate (%) p-5 error rate (%)
CNN1 40.01 17.56
CNN5 37.52 17.40
Multiview 1 40.12 17.55
New multiview 1 38.54 18.12
Multiview 5 37.10 16.50
New multiview 5 36.50 16.00

Table 3: Basic classi�cation and number of categories.

Basic classes on data sets Number of corresponding subclasses
Dog 110
Cat 36
Car 49
Leaf 88
Aircraft 61
Handbag 25

Table 4: Number of samples.

Category 0 1 2 3 4 5 6 7 8
Training sample
size 67 172 87 76 56 98 95 200 123

Number of
samples tested 12 23 17 20 14 21 19 10 32

Training sample 479 663 588 593 635 534 501 550 462
Test sample 85 176 166 111 110 87 87 99 89

Figure 4: Network model of image recognition.
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Figure 5: Prediction accuracy rate (%) of di�erent methods in
single hidden layer 1000/200.
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training sample is 5000, the test sample is 1000, and the
number of the �rst layer hidden layer is 450.

4. Discussion

4.1. Experimental Comparison with Nondeep Learning
Algorithms. As shown in Figure 7, the prediction probability
of the class in the multiclass DNN is shown. �e multiclass
DNN performs the worst when the data are unevenly
distributed.

From the processing results of Figures 8 and 9 (picture
source network library), the performance of the multitask

DNN based on ring training is stable, and the �nal results on
di�erent datasets can basically remain unchanged.

5. Conclusions

In image recognition methods, arti�cial intelligence ma-
chine learning algorithms have the advantages of parallel
processing, self-learning capabilities, and ®exible nonlinear
expression capabilities compared with traditional algo-
rithms. �is study proposes a multiview algorithm based on
arti�cial intelligence machine learning. After repeated ex-
periments, the results show that the multiview algorithm
e�ectively solves the problem that the recognition result of
the traditional multiview algorithm is a�ected by the size of
the target contour. �e structure of the traditional model is
optimized, and some problems in the �eld of traditional
image recognition are solved. �rough the improvement of
related algorithms, the error rate of image recognition is
reduced, which has special reference signi�cance for the
design and development of related systems in the future.

�ere are still many de�ciencies in the research of this
study.�e depth and breadth of the research in this study are
not enough, and some interference factors involved in the
practice of image recognition are not considered. �e
evaluation of the algorithm is also restricted bymany factors.
�e level of research is also limited, and the research on
image recognition algorithms is still in the preliminary stage.
In the future work, based on the existing technology and
level, we will improve the performance of recognition image
recognition accuracy from more angles and continuously
optimize the research method.
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