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Financial risk, as one of the most in�uential and destructive risks in business, will make enterprises unable to escape the fate of
bankruptcy if not warned and prevented in time. In the paper, we conducted research on the �nancial risk early warning of listed
companies. A total of 250 companies were randomly selected from the Chinese A-share market from 2019 to 2021. By building the
26 �nancial indicators of listed companies and constructing the PCA-BP neural network, we compared the �nancial risk early
warning e�ects among PCA-BPNN, SVM, and Logistic. It is found that the �nancial data processed by PCA can better adapt to the
�nancial risk early warning model. �e PCA-BPNN model improved the prediction accuracy of the �nancial risk early warning,
which has strong generalization ability for the prediction of �nancial risk. Research �ndings have certain reference signi�cance for
precise judgment on the �nancial risk of companies.

1. Introduction

�e good operation of the capital market cannot be done
without open, transparent, and true information disclosure.
Financial information is an important basis for the business
activities and future development of enterprises. �e quality
of �nancial information will also have a great in�uence on
the operation and development of enterprises. �erefore,
enterprises should pay attention to the quality of �nancial
information and strengthen the management of �nancial
information through e�ective means. In the complex market
economy environment, every decision of the manager can be
regarded as a turning point in the operation of the enter-
prise. At present, due to the downturn in the global eco-
nomic market and the intensi�ed competition among
countries, the market volatility is particularly severe. �e
uncertainty of the macro environment has reduced the �-
nancial growth ability of enterprises [1]. In addition, because
of the in�uence of comprehensive factors such as the epi-
demic, the business and �nancial risks faced by enterprises
are also increasing simultaneously [2]. Because of this, once a
company has �nancial problems, it may whitewash the

�nancial data, and the result of accumulating �nancial risks
will cause the company to eventually go bankrupt.
According to a report from the China Securities Regulatory
Commission [3], �nancial fraud has become a “hardest hit
area” in 20 typical illegal cases in 2021. �ese companies
have in�ated huge income through �ctitious purchases and
sales , compiled false �nancial book sets, etc., and provided
users with wrong �nancial statements. Wrong market in-
formation not only deceived investors but also made �-
nancial information users make wrong judgments about the
national macroeconomic situation, which seriously a�ected
the normal social and economic order.

�erefore, reducing the �nancial risk in the operation of
enterprises is a crucial basis to ensure their stable devel-
opment. However, enterprise �nancial risk management is a
continuous, loop, and dynamic process throughout the
enterprise decision-making and management of each link.
Figure 1 shows the enterprise �nancial risk management
framework, including the source of enterprise �nancial risk,
�nancial risk early warning, �nancial risk assessment, �-
nancial risk response, supervision, and inspection. �e
wrong identi�cation of risk will lead to the subsequent
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assessment and response plan being wasted, so the early
warning and identification of financial risk is the most
important link.

&e purpose of this paper is to build an effective financial
risk early warning system, extract valuable financial infor-
mation, and use the model proposed in this paper to identify
enterprises with potential financial risks. &rough empirical
analysis and comparison with existing models, the effec-
tiveness of our proposed model is proven.

2. Related Work

Financial risk mainly refers to the loss of an enterprise due to
various risk factors, or the uncertainty of its operating ef-
ficiency [4]. Serious financial risk will have a deep impact on
the development direction of an enterprise and the reali-
zation of its development goals. From the point of view of
the current business situation, a large amount of information
and data related to finance will be generated every day, and
the generation of this information and data provides the
possibility for financial risk prediction. However, in fact, in
order to prevent delisting due to continuous losses, enter-
prises in a financial crisis have the motivation to whitewash
their financial data, so the financial statements of most listed
companies with potential financial risks are often suspected
to be false [5–7]. &e more serious the deterioration of the
financial condition of listed companies, the stronger the
motivation to manipulate financial data. &e identification
of the quality of these financial data requires the estab-
lishment of effective mechanisms. Financial indicators are
the core basis of an enterprise’s financial risk early warning
indicator system [8], and the authenticity of financial data is
a key factor in determining the predictive ability of an
enterprise’s financial risk early warning model. &erefore,
the construction of an index system and an early warning
model should comprehensively consider financial indicators
and their data quality [9].

With the in-depth study of machine learning methods,
more and more scholars apply related methods in machine
learning to financial risk management. Qi et al. used the
random forest method to analyze Internet finance and try to
find the factors that affect the risk of Internet finance [10].
Liu et al. build a data-driven approach calibrated neural

network to enable artificial neural networks to calibrate
financial asset price [11]. Wu and Wu used genetic algo-
rithms, neural network, and PCA to process data and build a
risk assessment model for extracting relevant hidden in-
formation from financial enterprises [12]. Wang builds a
supply chain financial system through blockchain technol-
ogy, uses fuzzy neural network algorithms for financial data
processing and risk assessment [13]. Tavana et al. used ANN
and Bayesian network to measure liquidity risk [14]. Du et al.
used the BP neural network algorithm to measure Internet
credit risk early warning [15].

In the study field of financial early warning, Huang et al.
used the logistic regression method to predict and supervise
the systemic risks of China’s financial system, trying to find
ways to improve the financial status indicators to measure
the degree of fiscal austerity [16]. Since the financial risk of a
business is a complex and gradual process, its reasonsmay be
manifold. Businesses face financial risks or difficulties, and
there are more and more bankruptcy liquidations. Financial
risks have seriously affected businesses and society.

&e era of big data has spawned various algorithms for
financial data. Based on deep learning algorithms, Cao et al.
established a financial early warning model and conducted
research from the perspective of building a financial risk
early warning mechanism for e-commerce companies [17].
Wei takes manufacturing companies that issue bonds as
samples to build a financial early warning model based on
decision tree integration, which can effectively improve the
correct identification rate of companies in a financial crisis
[18]. A big data mining method based on PSO-BPNN for
financial risk management of IoTdeployment in commercial
banks by Zhou and Zhou et al. [19, 20], &e method utilizes
Apache Spark and Hadoop HDFS technology to build a
Nonlinear Parallel Optimization Model. Huang et al.
compared the application effects of several common neural
network models in the Chinese SME data set to explore
enterprise credit risk factors [21]. Shen et al. used an en-
semble model based on synthetic minority oversampling
technique (SMOTE) and classifier optimization technique
for firm’s credit risk assessment [22].

In view of the logical relationship between the financial
work in the enterprise, the early-warning model can provide
more financial decisions and data support for the managers
[23], locate the front-end business problems in advance, and
avoid the expansion of the financial crisis in the enterprise
and bring greater losses to the company [24, 25].&e existing
literature has done some research on enterprise financial
risk, but the research on corporate financial risk early
warning is not enough. Considering the possibility of ma-
nipulation of financial data of listed enterprises and the
multicollinearity of data, direct use of these data will in-
evitably increase noise, which will not only bring dimen-
sional disaster to the operation but also affect the accuracy of
financial prediction of enterprises. &is paper introduces
PCA method into the evaluation of financial data quality,
constructs financial indicators and extracts principal com-
ponents of financial data, introduces BP neural network
model, and adopts hybrid PCA-BP neural network model to
study the financial early warning of listed companies.

Sources of financial Risk

Financial risk Warning

Financial risk Assessment

Financial risk Response

Supervision and Inspection

Figure 1: Financial risk management framework.
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3. Model Design and Data Processing

3.1. Risk Indicator Selection. &e construction of the fi-
nancial risk early warning system will realize the monitoring
of the operation process of the enterprise and the activities of
the business process [26]. &rough the analysis of early
warning indicators, we can get an in-depth understanding of
the current business situation of the enterprise. &erefore, in
the construction of a financial risk early warning model, it is
necessary to select the financial indicators that can reflect the
running status of enterprises as explanatory variables. In the
preliminary selection of indicators, these indicators can not
only comprehensively reflect the operational state of the
enterprise but also reflect the financial state of the enterprise.
Moreover, all of those selected indicators must be accessible
with the corresponding financial data. In addition, much of
the corporate financial risk early warning literature often
chooses financial ratio indicators as explanatory variables.
Referring to the existing research literature [27–29], this
paper builds 26 secondary financial indicators from the five
aspects of profitability, solvency, development capability,
operating ability, and cash flow to establish an enterprise
financial risk early warning indicator system.

&e analysis is carried out on the basis of the five main
indicators. In view of the following reasons:

(1) Profitability: Profitability refers to the ability of an
enterprise to obtain profits. Profit is a long-term and
stable source of funds for an enterprise, and good
profitability can help an enterprise better defend
against financial risks. Indicators such as return on
equity, return on assets, and operating profit ratio are
all representative indicators of profitability.

(2) Solvency: Solvency refers to the ability of an enter-
prise to repay its debts. Low solvency can easily make
an enterprise fall into financial crisis or even go
bankrupt. &erefore, the measure of solvency di-
rectly reveals the size of the financial risk of the
enterprise. Indicators such as current ratio and quick
ratio reflect the company’s ability to repay debts
through the realization of assets.

(3) Development Capability: Development capability
refers to the development trend and development
potential of an enterprise’s future production and
operation activities. It is usually evaluated from the
perspective of the company’s financial status and
operating results. &e main representative indicators
are the net profit margin ratio, net asset growth rate,
and so on.

(4) Operational ability: Operational ability refers to the
ability of an enterprise to manage and use inventory,
accounts receivable, fixed assets, total assets, and
other assets for turnover operations to earn profits.
&e unbalanced financial status of enterprises due to
poor operational management will increase the fi-
nancial risks faced by enterprises.

(5) Cash flow: Cash is the most liquid asset among all the
assets of an enterprise, and it is also the basis for an

enterprise to maintain its daily operating and pro-
duction activities. &e shortage of cash flow will
directly affect the production and operation of the
enterprise and easily lead to a financial crisis.

&e selected detailed financial indicators are defined as
shown in Table 1.

3.2. Data Processing. Due to the different nature of the
indicators, normalization is performed before the indicator
data is input into the BP neural network model to unify the
parameter range for subsequent modeling and analysis. &e
specific operation formula is as follows:

kij
′ �

kij − ki
min

ki
max

− ki
min . (1)

In the formula, kij
′ is the jth financial profitability in-

dicator of the i listed company; kij
min is the minimum value

of the financial company’s risk indicator data. kij
max is the

maximum value of the risk index data of the financial
company.

3.3. Principal Component Analysis. Financial indicators in-
clude the items in Table 1. While the variable indicators are
strictly selected, the independence of each input variable
cannot be guaranteed. PCA is used to reduce the dimension
of the input variables, the new financial variables after the
dimension reduction are used to replace the original mul-
tiple variables, which can basically contain all the contents of
the original input variables. &e process is as follows.

Step 1: Calculate the covariance matrix of the original
input financial variable data set, assuming that there are
n historical load data in the original input variable data
set X, and each data has p influencing factors, that is
X � [X1, X2, · · · , Xp], where Xi � [x1i, x2i, · · · , xni].
&en the covariance matrix of the input variable dataset
can be expressed as Cp×p � 􏽐 i, j � 1psij , n is a natural
number; x is the average of x, where
sij � 􏽐 k � 1n(xki − xj)/n − 1; i � 1, 2, · · · , p; j �

1, 2, · · · , p.
Step 2: Calculate the eigenvalues of the covariance
matrix λi and the corresponding orthogonalized ei-
genvector ai , the ith principal component of the
original variable Fic is Fi � aiX, In the formula,
ai � λ/􏽐 i � 1mλi

Step 3: Determine the number of principal components
m, then the variance contribution rate and the cu-
mulative variance contribution rate are respectively

ηi �
λi

􏽐
p

k�1λk

ηtotal � 􏽘
m

i�1
ηi.

⎧⎨

⎩ (2)

Calculate the principal component load factor l as
l(Ti, Xj) �

��
λi

􏽰
ai, and then calculate the score of each

influencing factor on m principal components as
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Table 1: &e detail of selected financial indicators.

Types of index Indicator name Definition Calculation Variable
symbol

Label ST
&e company has financial

problems and the stock is marked
for special treatment (ST)

— Yes or no

Profitability

Net fixed assets A metric that evaluates the net
value of a company’s fixed assets

Total fixed asset purchase price + capital
improvements)–(accumulated

depreciation + fixed asset liabilities)
X1

Operating profit
Its total earnings from its core
business functions for a given

period

Revenue—operating costs—cost of goods sold
(COGS)—other day-to-day expenses X2

Return on total
assets (ROTA)

A ratio that measures a company’s
earnings before interest and taxes

relative to its total net assets
Ebit/average total assets X3

Operating profit
margin

A performance ratio that reflects
the percentage of profit a company

produces from its operations
Operating income/net sales revenue X4

Cost to sales ratio
A financial ratio that compares a
company’s expenses generated by

sales activity to its revenue
Cost of sales/total revenue X5

Return on equity
(ROE)

&is index reflects the return level
of shareholders’ equity and is used
to measure the efficiency of the

company’s own capital

Net income/shareholders’ equity X6

Gross profit margin
A measure of profitability that
shows the percentage of revenue
that exceeds the cost of goods sold

(Net sales—cost of goods sold)/net sales X7

Cost rate
&e ratio between the cost of using
funds and the amount effectively

raised
Total cost/total revenue X8

Solvency

Current ratio (CR)

A liquidity ratio that measures a
company’s ability to pay short-term
obligations or those due within one

year

Current assets/current liabilities X9

Quick ratio (QR)
Ameasure of a company’s ability to
meet its short-term obligations

with its most liquid assets

(Current assets—inventories—prepaid
expenses)/current liabilities X10

Cash ratio

A liquidity measure that shows a
company’s ability to cover its short-
term obligations using only cash

and cash equivalents

Cash and cash equivalents/current liabilities X11

Debt-to-assets ratio

Showing how much of a business is
owned by creditors compared with
how much of the company’s assets

are owned by shareholders

Total debt/total assets X12

Capitalization ratio

A measure of the proportion of
debt in a company’s capital base, its

funds from lenders and
stockholders

Total debt/capitalization X13

Liquidation value
ratio

&e ratio of tangible assets to
liabilities reflects the company’s

ability to pay off all debts

(Liquidation value of assets–book value of
liabilities)/total liabilities X14
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Fi � a1iX1 + a2iX2 + · · · + apiXp, (3)

where Ti is the principal component matrix; aij is the ei-
genvector corresponding to the eigenvalues of the covari-
ance matrix. Usually, when the cumulative variance
contribution rate reaches 90%, the corresponding first m

principal components can contain most of the information
in the original load impact data set; therefore, the number of
principal components is m(m<p)

3.4. BPNeuralNetwork. &e BP neural network is trained by
the error backpropagation algorithm, which is the most
widely used neural network model, &e structure diagram of
BPNN is shown in Figure 2.

A single hidden layer BP neural network consists of an
input layer, a hidden layer and an output layer. Let the
training data set be D � (xn,dn), 1≤ n≤N􏼈 􏼉.

&e input layer has m + 1 neuron nodes, and the input
vector is a m + 1 dimension vector considering the bias, that is,
xn � (xn0, xn1, xn2, · · · , xnm)T, where xn0 � 1, n � 12, · · · , N.
&e hidden layer contains L nodes, hli Represents the weight

Input layer Hidden layer Output layer

… … …

Figure 2: BP neural network structure.

Table 1: Continued.

Types of index Indicator name Definition Calculation Variable
symbol

Development
capability

Main business’s
increasing rate of

income

A measure of the company’s
product life cycle and judge the

stage of the company’s
development

(Current period revenue—prior period revenue)/
prior period revenue X15

Net profit margin
ratio

An index used to evaluate the
quality of net income Net profit/revenue X16

Net assets growth
rate

A ratio reflects the expansion speed
of the capital scale of the enterprise

(Current period net assets—prior period net
assets)/prior period net assets X17

Total assets growth
rate

An index to analyze the capital
accumulation ability and

development ability of enterprises
in that year

Asset growth/total assets X18

Cash flow

Cash flow from
operating activities

Cash flows generated by all
transactions and events other than
investment activities and financing

activities of the enterprise

Funds from operations + changes in working
capital X19

Current assets

Current assets are all the assets of a
company that are expected to be
sold or used as a result of standard
business operations over the next

year

Current assets are all the assets of a company that
are expected to be sold or used as a result of

standard business operations over the next year
X20

Current liabilities
Current liabilities are a company’s
debts or obligations that are due to
be paid to creditors within one year

Current liabilities are a company’s debts or
obligations that are due to be paid to creditors

within one year
X21

Cash flow to sales
ratio

Assets that can be realized or
utilized by an enterprise within an
operating cycle of one year or more

Operating cashflow/net sales X22

Return on assets
(ROA)

A measure of net profit generated
per unit of assets Net income/average total assets X23

Operating
capacity

Operating cash
flow to net profit

ratio

A measure of the current
profitability of a business Operating cash flow/net profit X24

Operating cash
flow ratio

&e value of cash flow compared to
other item Operating cash flow/current liabilities X25

Closing balance &e total in an account at the end of
a reporting period Net cash flow+ opening balance X26
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between the neurons l and xni connecting the hidden layer,
� 0, 1, 2, · · · , m. φ(g) is the activation function of the hidden
layer neurons.

znl � φ 􏽘
m

i�0
hlixni

⎛⎝ ⎞⎠, l � 1, 2, · · · , L, (4)

is the output of the hidden layer.&e output layer contains K

nodes, and the input vector of the output layer is
zn � (1, zn1, zn2, · · · , znL)T, wkj represents the weight be-
tween the neurons k and znj connecting the output layer,
i � 0, 1, 2, · · · , m. φ(g) represents the activation function of
the output layer,

ynk � f 􏽘
L

l�0
wkznl

⎛⎝ ⎞⎠, k � 1, 2, · · · , K. (5)

&e error backpropagation algorithm used to train the
above model consists of two processes of forward propa-
gation of the input signal and backpropagation of the error
signal. Let the training data set at step t be

Dt � xn(t), dn(t)( 􏼁, 1≤ n≤N􏼈 􏼉, (6)

where xn(t) � [1, xn1(t), xn2(t), · · · , xnm(t)]T

(1) Signal forward propagation process. &e input signal
is first input to the input layer, then passes through
the hidden layer, and finally reaches the output layer.
Calculate the input and output signals of the hidden
layer and the output layer respectively, set the ac-
tivation function φ(g) of the neurons in the hidden
layer, and the activation function f(g) of the output
layer, then:
&e input vector of the hidden layer: xn(t) � [1, xn1
(t), xn2(t), · · · , xnm(t)]T, n � 1, 2, · · · , N

&e input signal of the hidden layer neuron l:

αnl(t) � 􏽘
m

i�0
hi(t)xni(t), l � 1, 2, · · · , L. (7)

&e output signal of the hidden layer neuron l:

zni(t) � φ αnl(t)( 􏼁, l � 1, 2, · · · , L. (8)

&e input vector of the output layer is zn(t) � [1,

zn1(t), zn2(t), · · · , znL(t)]T, n � 1, 2, · · · , N

&e input signal of the output layer neuron k:

βnk(t) � 􏽘

L

j�0
wkj(t)znj(t), k � 1, 2, · · · , K. (9)

&e output signal of the output layer neuron k:

ynk(t) � f βnk(t)􏼂 􏼃, k � 1, 2, · · · , K . (10)

(2) Error backpropagation process. From the output
layer, the error of each layer is calculated in reverse
layer by layer, and the weight of each layer is updated
according to the gradient descent method, so that the

actual output of the network is as close to the ex-
pected output as possible.
First let dn(t) � [dn1(t), dn2(t), · · · , dnK(t)]T repre-
sents the expected output of K neurons in the output
layer, and

yn(t) � yn1(t), yn2(t), · · · , ynK(t)􏼂 􏼃
T

, (11)

represents the actual output of K neurons in the
output layer, then the n difference for each training
sample is:

En(t) �
1
2

􏽘

K

k�1
dnk (t) − ynk(t)􏼂 􏼃

2
, n � 1, 2, · · · , N . (12)

We can summarize the training process of the error
backpropagation algorithm as follows.

Step 1: Initialize the network weight to a small random
number, t � 0.
Step 2: Enter the training data for step t:

(a) Forward propagation of the signal, calculating the
output of each neuron layer by layer

(b) Error backpropagation, adjusting the weights of the
output layer and the hidden layer

Step 3: Repeat step 2 until the error of the training data
set is less than the preset threshold or reaches the
maximum number of iterations.

3.5. Evaluation Indicators. In order to evaluate the predic-
tion accuracy of the prediction model proposed in this
paper, the root mean squared error (RMSE) and the con-
fusion matrix are selected as evaluation indicators. &e
calculation formula is:

RMSE �

�������������

1
n

􏽘

n

i�1
yf − yr􏼐 􏼑

2

􏽶
􏽴

, (13)

where yf is the predicted value; yr is the real value
Confusion Matrix is a two-way matrix where one axis

shows the distribution of the actual classes and the other axis
shows the predicted classes. &e schematic diagram of
confusion matrix is shown in Table 2.

&e accuracy of the model is calculated based on the
diagonal elements of the classification matrix. Because they
represent the correct classification made by the classification
model, the following formula shows the calculation of model
accuracy.

Accuracy �
TP + TN

TP + FP + FN + TN
. (14)

&e flow chart of the financial early warning mechanism
can be obtained as shown in Figure 3. It is mainly divided
into three stages.

Phase 1: Randomly select the financial data of China
A-share listed companies marked with and without

6 Mobile Information Systems



ST in the past three years from 2019 to 2021; all of
those financial data are from the EPS China Data,
involving a total of 250 companies. When there are
missing values in the same company and the same
financial variable, replace them with the average value
of the past three years. If there is no data in the past
three years, delete the variable and other financial
indicators of the company. Companies whose shares
are marked with ST are identified as having potential
financial problems. After standardizing the data, PCA
dimensionality reduction is performed to obtain the
principal component financial data with a variance
contribution rate of 90%, and 2/3 of the data is
randomly selected as training data, and the remaining
1/3 is used as test data.

Phase 2: Input the training data into the BP neural
network formodeling and analysis.&e parameters of BP-
NN are obtained by selecting different numbers of hidden
layers.&e optimal number of neurons in the hidden layer
of the BP model is selected by the method of minimizing
the error. &e BP-NN model should repeatedly train the
dataset to obtain the optimal parameters in case the
obtained parameters are not globally optimal.
Phase 3: Observe the performance of the financial data
with and without PCA dimension reduction in the
SVM, Logistic, and BP neural network models re-
spectively, and record the respective prediction value
on confusion matrices. Calculate and compare the
correct classification accuracy of predicted corporate
financial warnings and finally draw conclusions.

EPS China Data

1. Network initialization phase

Get training and test 
data

(i) 2/3 of the data is used as the 
training set

(ii)1/3 of the data is used as the 
test set

PCA

(i) Data dimension reduction
(ii) Data noise reduction

Add labels

(i) Stocks with financial 
problems are specially treated 

and labeled ST

Missing Value handling 

(i) Replacement by mean
(ii) Delete directly

3.Neural network testing and 
comparison phase

2.Neural network training phase

Comparision

End

PCA

BP-NN
SVM

Logistic

BP-NN
SVM

Logistic

Initialize weights 
and thresholds

Training sample 
input

Calculate the 
hidden layer of 

neurons

Calculate Output
layer error

Calculate the 
hidden layer error

Correct weights 
and thresholds for 
output and hidden 

layers

Whether to reach
an epoch

Error < ε

Update the training 
steps

No Yes

Yes

Figure 3: Flow chart of modeling financial risk early warning mechanism.

Table 2: Confusion matrix.

Prediction category
Yes No

Actual Yes True positive (TP) False negative (FN)
Category No False positive (FP) True negative (TN)
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4. Empirical and Result Analysis

Data processing is carried out in the manner of stage one.
&e company is assigned the label of “Yes” according to the
listed company’s being marked with ST as the dependent
variable, and the normal company without potential fi-
nancial risk is assigned the label of “No.” In order to improve
the quality of data and increase the prediction accuracy of
the financial risk early warning model, it is necessary to use
PCA to extract principal components from data. After
normalization the financial data, the information of each
principal component and its cumulative variance contri-
bution rate are get as shown in Table 3.

It can be seen from Table 3 that the cumulative variance
contribution rate of the first 13 principal components rea-
ches 90%, indicating that the first 13 principal components
basically contain all the information of the original data, and
the last 13 principal components can be ignored as noise, so
we selected &e first 13 principal components replace the
original input data for neural network training. Before PCA
processing, there were 26 input variables, and after PCA
processing, there are only 13. In the case of ensuring the
maximum retention of information, the dimension of the
data is reduced, thereby improving the efficiency of the
algorithm. &e 13 principal components were analyzed by
the BP neural network. By setting different numbers of
neurons, different measurement results are obtained, as
shown in Table 4.

According to Table 4 and Figure 4, it can be concluded
that when the number of hidden neurons is 15, the training

error and test error are relatively low, and the neural net-
work fits well. &is is selected as the final fitting result.
&rough the confusion matrix of SVM, Logistic and BP
neural networks, respectively. &e prediction results are
shown in Table 5.

According to the results in Table 5, we can calculate the
training and testing accuracy of various models with and
without PCA through formula (13), and the results are
shown in Table 6. From the results in Tables 5 and 6, we can
clearly see that without PCA preprocessing, SVM can have
very good fitting results on the training data, and its ac-
curacy is the highest, which represents very serious
overfitting, and followed by the neural network model.
However, for the test data, the SVM model prediction
results are not as good as logistic, but the most accurate
prediction rate is the neural network model. &is indicates
that the prediction ability of SVM for financial risk is not
good after the serious overfitting phenomenon. After the
data is processed by PCA, the SVM model does not have
any substantial improvement in the performance of the
financial risk warning. &e prediction of the training data
is as high as 99.7%, and the prediction of the test data is still
low. It is further shown that SVM is easy to cause over-
fitting. &e performance of the logistic model is not as
good as that of the SVM, but in general, the PCA-BPNN
performs the best. Not only did the accuracy of training
data achieve 95.1%, but the test accuracy was also as high as
86.6%. It shows that its generalization ability isgood, and
PCA-BPNN can accurately capture financial risk problems
of listed companies.

Table 3: Principal components and cumulative variance contribution.

Components Standard deviation Proportion of variance Cumulative proportion (%)
Comp.1 0.1911 0.1685 16.85
Comp.2 0.1832 0.1549 32.34
Comp.3 0.1654 0.1263 44.97
Comp.4 0.1419 0.0929 54.26
Comp.5 0.1393 0.0895 63.21
Comp.6 0.1133 0.0592 69.14
Comp.7 0.0991 0.0453 73.67
Comp.8 0.0919 0.039 77.57
Comp.9 0.0849 0.0333 80.91
Comp.10 0.0748 0.0258 83.48
Comp.11 0.0718 0.0238 85.86
Comp.12 0.0695 0.0223 88.09
Comp.13 0.0656 0.0199 90.08
Comp.14 0.0623 0.0179 91.87
Comp.15 0.052 0.0125 93.12
Comp.16 0.0513 0.0122 94.34
Comp.17 0.0494 0.0113 95.46
Comp.18 0.0465 0.01 96.46
Comp.19 0.0442 0.009 97.37
Comp.20 0.0427 0.0084 98.21
Comp.21 0.0397 0.0073 98.93
Comp.22 0.0316 0.0046 99.40
Comp.23 0.0286 0.0038 99.77
Comp.24 0.0194 0.0017 99.95
Comp.25 0.0083 0.0003 99.98
Comp.26 0.0069 0.0002 100.00
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Figure 4: Measurement error for different number of hidden layers neurons.

Table 5: Cross-comparison of prediction results of different models.

— PCA
Training Test Training Test

No Yes No Yes No Yes No Yes

SVM
No 164 0 45 39 167 0 37 44

(0.495) (0) (0.273) (0.236) (0.505) (0) (0.224) (0.267)

Yes 1 166 16 65 1 163 11 73
(0.003) (0.502) (0.097) (0.394) (0.003) (0.492) (0.067) (0.442)

Logistic
No 147 17 69 15 151 16 65 16

(0.444) (0.051) (0.418) (0.091) (0.456) (0.048) (0.394) (0.097)

Yes 70 97 30 51 96 68 46 38
(0.211) (0.293) (0.182) (0.309) (0.29) (0.205) (0.279) (0.23)

BP-NN
No 156 8 61 23 162 7 71 8

(0.471) (0.024) (0.37) (0.139) (0.489) (0.021) (0.43) (0.048)

Yes 12 155 17 64 9 153 14 72
(0.036) (0.468) (0.103) (0.388) (0.027) 0.462 (0.085) (0.436)

Note.&e numbers in parentheses are the proportion of the measurement results to the total.

Table 4: Measurement errors for different numbers of hidden layers neurons.

Numbers Training error Test error Total error
1 4.9468 3.0361 7.983
2 5.9912 3.5811 9.5723
3 4.4522 3.8146 8.2668
4 4.4522 4.5153 8.9675
5 4.2873 3.8925 8.1798
6 1.9787 3.0361 5.0149
7 3.4078 3.7368 7.1446
8 3.7926 4.5153 8.3079
9 2.0337 4.671 6.7047
10 3.188 3.4254 6.6134
11 3.3529 3.8925 7.2454
12 1.3741 3.5032 4.8774
13 1.8138 3.8925 5.7063
14 2.6383 1.7127 4.351
15 0.8794 2.9583 3.8377
16 2.2536 3.3475 5.6011
17 1.4291 3.2697 4.6988
18 1.539 3.3475 4.8866
19 1.9787 4.0482 6.0269
20 2.1986 3.1918 5.3904
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5. Conclusion

Financial data manipulation exists in listed companies, and
the distortion of financial information reduces the predic-
tion accuracy of the financial risk early warning model. PCA
is a data dimensionality reduction method, which can filter
out excess noise data. In this paper, PCA is introduced into
financial information data and a PCA-BPNN model is
constructed for the study of financial risk early warning of
listed companies. Taking 250 Chinese A-share listed com-
panies from 2019 to 2021 as research samples, this paper
empirically analyzes the impact of the PCA-BPNNmodel on
corporate financial risk. &e fitting effect and prediction
accuracy are compared with SVM and logistic, respectively.
&e conclusions of this paper are as follows: First, the
preprocessing of financial data with the PCA method can
significantly improve the prediction accuracy of BP-NN
financial early warning model. Second, the PCA-BPNN
model has significant financial risk generalization ability. In
the process of identifying enterprises with financial prob-
lems, the prediction accuracy of the PCA-BPNN model is
significantly higher than that of the SVM and logistic
models.&is study provides new ideas for financial risk early
warning, and relevant research findings have certain ref-
erence significance for regulators, financial institutions, and
market investors; that is, when predicting corporate financial
risks, PCA can be combined with BP-NN. &e model PCA-
BPNN is used in financial risk early warning to make more
accurate judgments. &ough our model has much better
performance than other models, there is still room for
improvement. First of all, the establishment of indicators is a
dynamic process. It is worth thinking about how to more
accurately describe risk indicators. Secondly, the selection of
principal components by the PCA is often judged based on
personal experience. How to reduce the dimensionality of
the data and retain the original characteristics as much as
possible is also a research direction.
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