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Race walking is one of the key events in the Tokyo Olympic Games, and also one of the strengths of China in athletics events. In
recent years, China has made remarkable achievements in various race-walking competitions. However, with the improvement of
the performance of race walkers, more and more technical problems have emerged, and the number of fouls due to nonstandard
movements has increased significantly. It is a pity that athletes are disqualified for technical fouls in long-distance race-walking
competitions. *erefore, it is necessary to introduce scientific training methods to help coaches strictly monitor the training
process of athletes and accurately detect their standard degree of action in real-time. *is paper mainly proposes a novel
mechanism for foul recognition in race walking based on deep learning. Firstly, the image frames in the video are preprocessed by
the Yolo algorithm to obtain the athletes’ separated images. *e U-Net network mixed with the attention mechanism is used to
detect the athletes’ actions to identify fouls and nonstandard actions, so as to assist the coach to identify the athletes’ nonstandard
actions in training and adjust them in time. Experiments show that the above method can identify the foul actions and
nonstandard actions of multiple athletes in training at the same time quickly, and the recognition accuracy is higher than human
eyes. It is more conducive to assist the coach to monitor and standardize the athletes’ actions in the long-term training process, so
as to reduce the error rate and improve the performance.

1. Introduction

Race walking originated in Britain in the 19th century and
was developed on the basis of daily walking. *e rules
stipulate that the supporting legs must be straight, the two
legs move forward alternately, keep uninterrupted contact
with the ground, and do not leave the ground at the same
time at any time, so as to ensure that there is no “flying”
phenomenon, which is also the main difference between race
walking and running. It is judged by the time it takes to
complete the race. *e normal walking speed is about 5
kilometers per hour, and the race walking is much faster.
Men’s walking race became an official event of the Olympic
Games in 1908 and the women’s walking race began in the
Czech Republic in 1932. Currently, the longest distance in
the Olympic event is 50 kilometers for men and 20 kilo-
meters for women. *e walking race is also the traditional
advantage of the Chinese team in track and field events.

From the 1984 Los Angeles Olympic Games to the 2016 Rio
Olympic Games, China has won a total of 8 gold medals in
track and field events of the Olympic Games, including 5
from walking race. By the end of the 2019 Doha track and
field world championships, Chinese women’s walking ath-
letes have achieved four championships in five years in the
20 km walking event and made remarkable achievements.

Since race walking competition is usually time-con-
suming, there are very strict requirements for athletes’
physical quality, psychological quality, tactics, and technical
actions, especially for long-distance race walking, such as
20 km and 50 km, it is difficult for ordinary people to
complete the whole process normally, athletes have to
complete the game as soon as possible on the premise of
maintaining the characteristic posture, the consumption of
athletes in the competition is very large, which is not only
testing the endurance of athletes but also testing the tech-
nical level of athletes. However, it is inseparable from the
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usual hard training to keep the standard actions in such a
long competition. With the improvement of the perfor-
mance of race walkers, the phenomenon of fouls in the
competition is also gradually increasing. *e influence of
fouls on athletes in the competition is very huge. When the
race walkers’ actions show signs of violating the race-
walking technology, they will be given a yellow card warning
and the walking referee will give a red card when he watches
visible flying or knee bending. When the same athlete re-
ceives three red cards, he will be disqualified. At present, in
the competition, the referees cannot judge by any equip-
ment. *ey can only rely on their own eyes to judge whether
the athlete violates the rules. According to the literature [1],
we know that there will be a certain misjudgment rate if he
totally depends on his eyes. *e referee may be affected by
the factors such as the judgment distance and angle in the
process of judgment. *erefore, for the athlete, it is very
important to strictly regulate their own actions in daily
training, resume the training process timely, adjust non-
standard actions, and avoid foul or be a misjudgment.

In the traditional training process, coaches use naked
eyes to observe or through video resumes to help athletes
correct their actions. However, due to the limitations of
human eyes, it is not efficient enough to judge by naked eyes
completely and there are many misjudgments and omis-
sions. With the increasing development of artificial intelli-
gence technology, video image capture and wearable device
technology are constantly promoting the development of
sports behavior recognition. *ere are many methods to
sample and judge athletes’ behavior information based on
wearable technology [2], but this method is less intuitive
than the video capture method, which is not conducive to
playback analysis and the recognition accuracy of actions is
also not high enough. With the rapid development of the
neural network in the field of computer vision, more and
more methods to assist pedestrian detection and behavior
recognition through image segmentation appear, and u-net
is undoubtedly the most commonly used and simplest
segmentation model to complete image segmentation. It is
simple, efficient, easy to build, and can be trained from small
data sets, It can help us quickly identify the athletes in
training in the video, but if we want to quickly obtain the
most effective information and identify the athletes’ foul
actions, we need to introduce the attention mechanism. *e
attention mechanism is being more and more widely used in
various fields. Considering that the race-walking competi-
tion and training are usually carried out by multiple people
at the same time, it is also a problem to be solved to identify
whether the actions of multiple athletes are all standardized.
Yolo algorithm can well preprocess the image frames and
help us solve the problem of separation of human and scene
for multi athletes, U-Net network combined with attention
mechanism is used to identify the foul actions of all athletes
in the video stream containing multiple athletes.

Accordingly, the contributions of this paper are sum-
marized as follows: (i) *e video stream of race walking
training is obtained by recording video, the image frames in
the video stream are preprocessed by the Yolo algorithm to
obtain the image of athletes separate with a scene, and the

u-net network combined with attention mechanism is used
to identify the foul actions and nonstandard actions in the
video stream of multiple athletes; (ii) test the effectiveness
and accuracy of the method in (i) through experiments to see
whether it can effectively detect the foul actions and non-
standard actions in a single athlete or multi athletes race
walking, and compare the results with the detection results
from naked eyes to judge whether the accuracy of foul
recognition has been improved, so as to determine whether
the method has a positive impact on auxiliary training.

*e rest of this paper is organized as follows: *e related
work is in Section 2. *e proposed method is introduced in
Section 3. Section 4 shows the implementation method of
foul actions recognition. *e experimental design and result
analysis are introduced in Section 5 and Section 6, re-
spectively. Finally, Section 7 concludes this paper and gives
future research directions.

2. Related Work

In paper [1], the author studies the relationship between the
observation state of race walking judges and CFF and shows
that the CFF of eyes should be regarded as the physiological
indexes in choosing the qualified race walking judges. In
article [2], the author analyzed the video data recorded of 30
men during the World Cup walking competition and came
to the conclusion that step length and stride length are the
key areas that must be coordinated in long-distance walking
competition.

In recent years, technology plays an important role to
help training and judgment in sport; in paper [3], the author
proposes the use of a wearable inertial system to derive novel
biomechanical indices for the assessment of performance
and infringements in race-walking, where the result shows
that these indices can be implemented on a wearable inertial
system to assist training and judgment in race-walking.
Paper [4] shows the preliminary result on the use of a
wearable inertial system for the assessment of performances
and infringements in race-walking in 2019. Current judging
of race walking in international competitions relies on
subjective human observation to detect illegal gait, which
naturally has inherent problems, the research in [5] aims to
determine whether an inertial sensor could improve accu-
racy based on monitoring every step of seven races walkers
in training and competition. In paper [6], Tabori et al. have
proposed machine-learning algorithms for automatic de-
tection of infringements (both LOGC and bent knee). Paper
[7] presents a new motion analysis protocol for race-
walking, through setting up a motion capture system and a
force platform to record both kinematic and dynamic as-
pects of the athletes’ action to detect infringement of the
rules based on the measure of knee flexion-extension and the
loss of ground contact. Paper [8] placed an inertial sensor at
L5/S1 of the vertebral column of an Italian national team
athlete to acquire timing measurements of the LOGC to
validate an inertial system able to detect the loss of ground
contact (LOGC) in race-walking in real training conditions,
results show that the inertial system can improve the ac-
curacy in detecting the visible LOGC. Paper [9] also aims to
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develop an innovative approach based on a wearable inertial
system, which enables objective evaluations on the loss of
ground contact in race-walking.

Paper [10] proposes an attention mechanism LSTM
framework for human action recognition in videos. In [11], a
coattention model-based recurrent neural network (CAM-
RNN) is proposed, where the CAM is utilized to encode the
visual and text features, and the RNN works as the decoder
to generate the video caption. Paper [12] introduces a
regularized attention mechanism for graph attention net-
works. Paper [13] proposes an attention mechanism LSTM
Framework for Human Action Recognition in Videos.

In the paper [14], the author presents temporal de-
formable convolutional encoder-decoder networks that fully
employ convolutions in both encoder and decoder networks
for video captioning. In paper [15], the author proposes a
two-stream framework based on combinational deep neural
networks to extract both temporal and spatial features by
exploring the usage of 3D convolutional networks on both
raw RGB frames and motion history images, and tune the
weights of different feature channels since the network is
trained end-to-end from learning combinational encoding
of multiple features to LSTM-based language model. Paper
[16] proposes a Multimodal Memory Model (M3) which
builds a visual and textual shared memory to model the
long-term visual-textual dependency and furthermore
guides visual attention on described visual targets to solve
visual-textual alignments. In [17], a video summarization
technique that uses motion descriptors computed in the
compressed domain is described. It can either speed up
conventional color-based video summarization techniques
or rapidly generate a key-frame-based summary by itself. A
key-frames extraction method is proposed with Kekere’s
Proportionate Error (KPE) codebook generation techniques
of vector quantization with ten different codebook sizes and
two color-spaces (RGB and KLUV) in [18].

Paper [19] is talking about the usage of the LSTM en-
coder-decoder algorithm for detecting anomalous ADS-B
messages and [20] presents an encoder-decoder model for
automatic video captioning based on Yolo Algorithm. Paper
[21] proposes an improved YOLOv3-tiny for object detec-
tion based on the idea of feature fusion, compared with
YOLOv3-tiny, the accuracy of the improved network
structure is increased by 6.3%, and the detection speed is
31.8fps in 2019. Paper [22] proposes a faster detection
method for real-time object detection based on a convo-
lution neural network model called Single Shot MultiBox
Detection (SSD), increase the accuracy in identifying objects.
*e research of paper [23, 24] is based on real-time multiple
object detection through YOLO.

3. The Proposed Method

In recent years, with the continuous development of com-
puter hardware, the computing power required by deep
learning has been satisfied, so it has been widely applied in
the field of computer vision research, surpassing the results
of traditional machine learning. CNN convolutional neural
network is a kind of feed-forward neural network with deep

structure and convolution computation. As one of the
representative algorithms of deep learning, it has achieved
good results in large-scale recognition tasks, breaking
through traditional classification methods and out-
performing recognition naked eyes. However, at present
U-Net is the most widely used convolutional neural network
architecture in the field of image segmentation. *e U-Net
architecture combined with attention mechanism can focus
limited attention on the effective features of the recognized
athletes, thus saving resources rapid access to pertinent
information to distinguish whether the athletes’ actions are
standardized. *e overall architecture of this method is
shown in Figure 1.

As it can be seen from Figure 1, there are four modules in
our pipeline.

In the image acquisition module, the images during race
walking competition or training through video are sampled
to construct the training and testing dataset. It can be
achieved by modern image processing tools, such as the
OpenCV.

In the image matting module, the extracted images are
preprocessed by YOLO-V3, such that the background can be
filtered and only the 2D bounding box of the human is left.

*e effective features are provided by the attention based
on the U-Net structure, so as to output a three-dimensional
probability vector composed of normal, foul, and non-
standard action to identify the three kinds of actions.

3.1.%eYolo Algorithm. Object detection is a key task in the
field of computer vision, which can be regarded as the
combination of image classification and location. Since Ross
Girshic K proposed R-CNN in 2013, Fast R-CNN, Faster
R-CNN, YOLO, and other algorithms for object detection
have been proposed one after another. *e full name of Yolo
is you only look once, which means that you can identify the
category and location of objects (including pedestrians) in
the picture only by browsing once. Compared with R-CNN
series algorithms, Yolo does not need to generate a large
number of candidate boxes first and then use a convolutional
neural network to classify and regress the candidate boxes. It
takes the whole image as the input of the network, and
directly regresses the location and category of the bounding
box at the output layer, so as to predict the object category
and location in one step, saving time and hardware cost;
however, it also can detect from real-time video and has
stronger generalization ability.

In terms of implementation method, Yolo∗s convolu-
tional neural network divides the input image into S× S grid,
*en, uses each cell to detect the targets whose center point
falls in the grid. Each cell will predict N bounding boxes and
confidence score which includes the possibility P(object) of
bounding boxes containing targets and the accuracy
A(object) of bounding boxes. When the bounding box is a
background, P(object)� 0， When the bounding box con-
tains a target, P(object)� 1. *erefore, the confidence score
can be defined as C, C� P(object) ∗ A(object). *e size and
position of the bounding box are represented by four values:
(X, Y, W, H), where (x, y) is the central coordinate of the
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bounding box, andW and H are the width and height of the
bounding box. *us, the predicted value of each bounding
box contains five elements: (X, Y, W, H, C), the first four
represent the size and position of the bounding box, and the
last one is the confidence score. Border category confidence
score is actually the conditional probability under each
border-box confidence score, which can be expressed as
P(class|object), It represents the possibility that the target
object in the bounding box belongs to each category and
whether the bounding box matches the target object. In
general, the prediction frame of the network is filtered
according to the confidence score of the category to identify
the target object (including people).

3.2. %e U-Net Network. Semantic segmentation is an im-
portant branch in the field of image processing and machine
vision. It needs to judge the category of each pixel of the
image and segment it accurately. At present, it is widely used
in the field of automatic matting. U-Net appeared in 2015,
which is the most commonly used segmentation model now,
it can be regarded as a simplified structure based on the FCN
model. It is efficient and simple, can be trained with small
data sets, and has higher accuracy than the FCN network. It
mainly uses a U-shaped network structure to obtain context
information and location information. Figure 2 shows the
network model of U-Net [25].

U-Net is actual a U-shaped structure of encoder-de-
coder. As shown in Figure 2, the left side is the convolution
layer for feature extraction, and the right side is the upper
sampling layer. *e u-net structure contains 4 revolutionary
layers and 4 corresponding upsampling layers.*erefore, we
can initialize the weight first and then train the model, or use
the existing convolution layer mechanism and the trained
weight value through the following up sampling layer to
train. *e feature map obtained from each convolution layer
of the U-Net network will be concatenated to the corre-
sponding upper sampling layer so that the feature map of
each layer can be effectively used in subsequent calculations,
that is, skip connection. *us, the final feature map contains
both high-level features and low-level features, which im-
proves the accuracy of the model.

3.3. Attention Mechanism. Attention mechanism was first
applied in computer vision and later developed in the field of
NLP. *is mechanism focuses limited attention on key
information, so as to save resources and quickly obtain the
most effective information.

In fact, attentionmechanism is a process of filtering out a
small amount of important information from a large amount
of information, ignoring unimportant information, and
better-weighted fusion of information. Focus on its

corresponding value according to its weight, the larger the
weight, the more aggregation. And the weight indicates the
importance of information. Value is its corresponding in-
formation, as shown in Figure 3.

*e specific calculation process of attention mechanism
can be roughly summarized into three stages: (i) calculate
the correlation between query and key; (ii) normalize the
value obtained from (iii) to obtain the weight coefficient; (iv)
assign the weight and summarize the value according to the
weighting coefficient.

In stage (i), different functions and calculation mecha-
nisms can be introduced to calculate the correlation by
calculating the vector dot product or vector cosine similarity
of Query and Key, or by introducing an additional neural
network; In stage (ii), a calculation method similar to
SoftMax is introduced to convert the values in the first stage.
While normalizing, the original calculated values can be
sorted into a probability distribution in which the sum of the
weights of all elements is 1, highlighting the weights of
important elements; In stage (iii), the weight coefficient
corresponding to value (i) is calculated in stage (ii) is in-
troduced for weighted summation to obtain the Attention
Value for Query.

4. Proposed Method

4.1. Athletes Recognition Based on Yolov3. In this paper, we
mainly detect athletes in multi-person race walking com-
petitions or training by pedestrian detection based on
yolov3. We use a convolutional neural network to detect
athletes in the video. After the video frame is input, it first
enters the target detection network based on Yolov3, extracts
the features through darknet-53, then performs up sampling
and feature fusion, finally performs regression analysis to
obtain the prediction frame information, as shown in
Figure 4.

As a single-stage detector, Yolo directly classifies and
predicts the objects at each position of the feature map
without generating candidate regions. In this paper, we use
the labelme pedestrian data set, and then through the built
Yolo algorithm to generate the model and train, we can
accurately identify multiple race walkers and separate the
race walkers from the image. Finally, several bounding boxes
are output， resize output to 256 ∗ 256 for actions’ rec-
ognition of next step.

4.2.AttentionBasedU-NetNetwork. Based on the discussion
of the above methods, we propose the attention-based U-Net
network structure to extract the action state of athletes. For
the specific network structure, please refer to Figure 5 below.

According to Figure 5, the network input is 256× 256
image frames extracted by YOLOv3, and the output is a

Image
acquisition Image matting Attention

based U-net
Probability
encoding

Figure 1: *e proposed pipeline for action recognition.
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three-dimensional vector X, assuming X� [X1, X2, X3] T,
where X1 represents the probability of normal action judged
from this frame, X2 represents the probability of nonstan-
dard action judged from this frame, X3 represents the
probability of foul action judged from the frame, and they
satisfy X1 + X2 + X3 � 1.

*e network structure combines the encode part of U-Net
architecture and attention mechanism to centrally learn the
lower limbs’ actions of race-walking athletes and extract the
corresponding features.*e network front end consists of full
convolution and max pooling. Among them, 3× 3×16

represents a 3× 3 full convolution network, 16 represents the
number of output channels, Relu is used as the activation
function, the stripe is 1, zero padding is used, and the number
of padding is 1. It can be seen from the figure that the space is
down-sampled three times, and the features sampled in the
first two times pass through the Attention module. *e at-
tention module here adopts CBAM in the document [26–29].
*e aggregation layer is used to fuse the features of three
scales. In order to ensure consistent resolution, 4x and 2x up
samplings are used to align the features [26]. Max pooling
channel represents maximum pooling in the channel layer,
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which can quickly integrate the information of features. *e
last two layers FC16 and FC3 represent the whole connection
layer of 16 neurons and the whole connection layer of 3
neurons, respectively. Finally, FC3 neurons can obtain a
probability value of 0∼1 through sigmoid function.

4.3. Training Loss. Each task is associated with a loss
function [27]. We select loss function for the task of action
classification. Multi classification is actually an extension of
two classifications:

L �
1
N

􏽘
i

Li � −
1
N

􏽘
i

􏽘

M

c�1
wiclog Xic( 􏼁. (1)

In formula (1):N is the length of encoding probability,M
represents a number of classifications, w ic represents
Symbolic function (0 or 1), if the actual classification of
sample i is equal to C, the value is 1, otherwise, the value is 0;
Xic represents prediction probability of observation sample i
belonging to classification C.

Now, we use these expressions to calculate the value of
the loss function in the above example.

Sample1 loss� −(0 + 0 × log 0.3 + 1 × log 0.4)� 0.91.
Sample2 loss� −(1 × log 0.1 + 0 × log 0.2 + 0 × log 0.7)

� 2.30.

5. Experimental Design

5.1. Training Model

5.1.1. Experimental Dataset Sources. In this paper, the
dataset is obtained by collecting the data from the Race
Competition and daily training. Namely, 30% of the 500
groups come from the 20 km race walking competition, and
the last comes from the data recorded in the process of
athletes’ daily training and simulated competition.

5.1.2. Network Training. As mentioned earlier, this paper
will use Yolo as the input of the motion detection network,
so there is no retraining. In network training, the batch size
is 32 and the learning rate is 0.001. Adam optimizer is used to
learn 200 epoch.

5.2. Validity Verification. We record the 20 km race walking
training process of 5 groups of women and 5 groups of men
by video. Six athletes participate in each training, and the
race-walking athletes are required to make fouls and use
nonstandard actions from time to time. *e number of fouls
and nonstandard actions in the training of each group of
athletes is determined by our Yolov3 algorithm combined
with an attention mechanism based on the U-Net model and
naked eyes tracking by coaches, respectively.

6. Experimental Results and Analysis

6.1. Experimental Results. *e experimental results of action
classification of the 20 km race walking training process are
shown in Tables 1–3, here group1-group5 are women groups
and group6-group10 are men groups.

6.2.ResultAnalysis. *rough the above experimental results,
we can observe the following:

(i) *rough the new method based on deep learning
adopted in this paper we can successfully identify the
foul and nonstandard actions of each athlete in the
multi person race walking.

(ii) Using the new discrimination method proposed in
this paper, more fouls and nonstandard actions are
identified in each race, about 8% higher in an average
form. *is shows that in the process of 20 km race
walking, the accuracy rate of identifying fouls and
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nonstandard actions by the new method is higher
than that by the coach through naked eyes. Hence, it
is more effective than human eyes to assist training.

7. Conclusions

In this paper, an attention-based network is proposed to
identify the fouls and nonstandard actions of multiple
athletes in the process of long-distance race walking, and the
effectiveness of this method is verified by experiments.
*rough the experimental results, we know that the new
method has less interference and higher accuracy than
human eye recognition.

In the future research, we will continue to focus on
improving the accuracy through training more data sets and
reduce the complexity of the method so that we can not only
use this method to identify actions to assist training, but also
apply this method to the real race-walking competition to
assist the referee to improve the accuracy of judgment and
reduce misjudgment.
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