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Automatic chord recognition has always been approached as a broad music audition task. The desired output is a succession of time-aligned discrete chord symbols, such as GMaj and Asus2. Automatic music transcription is the process of converting a musical recording into a human-readable and interpretable representation. When dealing with polyphonic sounds or removing certain limits, automatic music transcription remains a difficult undertaking. A guitar, for example, presents a greater challenge, as guitarists can play the same note in a variety of places. The study makes use of CNN functionality to generate the guitar tab; initially, the constant-Q transform was used to turn the input audio file into short time spectrograms that the CNN model utilises to analyse the chord. The paper developed a method for extracting chord sequences and notes from audio recordings of solo guitar performances. For intervals in the supplied audio, the proposed approach outputs chord names and fret-board notes. The model described here has been refined to achieve an accuracy of 88.7%. The model’s ability to properly tag audio clips is an incredible advancement.

1. Introduction

The guitar is one of the world’s most popular instruments. Professional musicians play the guitar, but it is also an excellent instrument for anybody who enjoys music and wants to play it freely, even if they have no prior understanding of music theory. Although guitars come in a variety of styles, the bulk of them have six strings. Modern guitar strings are 65 centimetres in length and tuned to the following pitches: E2 = 82 Hz, A2 = 110 Hz, D3 = 147 Hz, G3 = 196 Hz, and E4 = 330 Hz. The strings of a guitar might be of nylon or steel, depending on the model. In this work, we shall use the phrases classical guitar and acoustic guitar [1, 2] to refer to nylon-stringed guitars that are not electric guitars.

Each guitar string is slightly unique, not just in diameter but also in how the strings are produced. On a guitar, the same pitch can be performed using a variety of string, fret, and finger combinations. This paper will cover the string/fret combinations that may be utilised to play the various notes on classical, acoustic, and electric guitars with six strings. However, the technique and concepts demonstrated here may be applied to any other guitar with any number of strings.

Composing music for the guitar can be done in two ways: using a classical score or using guitar tablature. Different amounts of time, fretting, and fingering information are provided by these two alternatives. For performing a certain score, there is no one-of-a-kind tablature. A guitar string is represented by each line in the tablature. The location of the number indicates the string to pluck, and the number itself denotes the fret number in the guitar neck where the associated string must be pushed with a finger of the left hand to create the required note when plucking the string with the right hand. It is worth noticing that when the vibrating component of the string gets shorter, the number increases.
The string should not be pushed at any fret on the guitar neck; hence, the tablature numbering starts with 0. As can be seen, the identical notes may be played on different strings of the guitar. Even though the notes performed are same, the sound will vary somewhat, changing the difficulty of the performance. Top guitarists have more options for string and fret combinations than normal guitarists, and their selections establish a particular sonority for the guitar compositions they perform, as well as a comfortable fingering technique. [3].

Many guitarists are familiar with tablature, a musical score style for string instruments such as the guitar and bass. Tablature employs numbers to represent the strings and fret locations, allowing players to play the guitar naturally even if they do not know much about music. Because a guitar may generate the same pitch with different strings, many fingerings for a series of pitches are feasible. Tablature removes the ambiguity of fingerings, making it easier for players to play the guitar. As a result, many guitar players, particularly novices, find tablature useful when playing the instrument. [4, 5].

Despite the fact that tablature can motivate most guitarists to practise, it is not always available. The suggested technology aids in the creation of tablature from the selected audio. Figure 1 represents visualization of the pipeline. The authors described a method for extracting chord sequences and notes from audio recordings of solo guitar performances. The proposed approach outputs chord names and fret-board notes for intervals in the supplied audio and achieves the improved result. The progress can be credited to the creation of musical models expressly for the guitar and the training of acoustic models employing guitar acoustic material. This demonstrates how optimizing music transcription algorithms for more specific circumstances can result in significant performance gains. Due to the correctness of the suggested system, it is a viable contender for usage by the target audience.

The rest of the article is structured as follows: Section 2 discusses the current state of automated guitar tablature transcription. Section 3 discusses how the automated chords were generated using a convolutional neural network. Section 4 examines the study’s findings and implications, followed by Section 5’s conclusion.

2. Related Work

For creating spectrograms to be further processed by the CNN model, the constant-Q transform (CQT) is the chosen transform technique. CQT is a time-frequency representation in which the frequency bins are geometrically separated and all bins have equal Q-factors (ratios of centre frequencies to band-widths) [1, 6]. Since the auditory signal to be processed is musical in nature, we are preferring the CQT over STFT (short time Fourier transform) to understand this shift of preference from the more traditional STFT to CQT; we must understand at [7] how musical notes as defined in Table 1.

In the NOTE column, the letter on the left denotes the musical note, while the number on the right reflects the current octave. A graph of the frequencies (Hz) for the first six octaves of the musical note C can be found in Figure 2.

The frequency of each subsequent octave is double that of the preceding octave. We know that the frequency must double every twelve notes since an octave spans twelve notes, and it can be expressed by the following formula:

$$F_k = 440\, \text{Hz} \times 2^{k/12}. \quad (1)$$

Because of its exponential structure, the constant-Q transform is better suited for fitting musical data than the Fourier transform since its output is amplitude versus log frequency. Furthermore, the constant-Q transform’s accuracy is similar to the logarithmic scale and mimics the human ear’s frequency resolution, with higher frequency resolution at lower frequencies and lower frequency resolution at higher frequencies.

The mentioned paper justifies the use of CQT over the traditional STFT. We will be using the librosa Python library in this project to generate CQT of the guitar solo audio, which will take care of all the computational complexities efficiently. However, there is a plethora of parameters that must be considered when using this transform in order to produce a spectrogram that makes sense, all of which must be set with the nature of the signal (musical in this case) to be processed in mind. The parameters to be used in our case as shown in Table 2 are as follows:

2.1. GUITARSET: A Dataset for Guitar Transcription. To tackle the challenge of guitar transcription, we will require a collection of guitar recordings containing sets of annotated audio data. The GuitarSet, a dataset that comprises high-quality guitar recordings as well as significant annotations and metadata, is presented in this study. By recording guitars with a hexaphonic pickup, it provides separate recordings from each of the six strings. The dataset contains recordings of acoustic guitar excerpts as well as time-aligned annotations on string and fret positions, chords, beats, downbeats, and playing style, all of which are necessary to train our
model [8–10]. JAMS file format is used to store the rich collection of annotations for this dataset. It is a JSON annotated music specification. It provides JSON structure for generic annotations. It stores multiple annotations per file. For each recording, the JAMS file contains annotations for tempo, key, and style (metadata), beats and downbeats (inferred from the click track), instructed chords (from the lead-sheets), performed chords (via automatic estimation), note-level transcription, including string and fret position (via automatic estimation), onsets (via annotation), offsets (via automatic estimation), and pitch contour for each note (via validated automatic estimation) [11–14].

The annotations of our interest are mentioned as follows:

(i) Tempo
(ii) Note-level transcription (time annotated string and fret position)
(iii) Performed chords (time-annotated chords performed by the player)

2.2. Neural Networks for Musical Chord Recognition. The authors of [15, 16] consider the complex problem of music recognition in their article and present an effective machine learning-based approach for chord recognition using a feed-forward neural network. The method employs the pitch class profile (PCP), a well-known function vector for automatic chord recognition. While we are going to try a different approach with our model, the data used for the training of the model in this research paper is an invaluable addition to the dataset [17–19]. The dataset used in this paper consists of guitar chords recorded both in a studio (anechoic chamber) and in noisy environments. The dataset contains 2000 chords split into ten classes, giving up to 200 chords per chord type. The earlier mentioned ten classes are the most commonly used chords, which are mentioned in Table 3.

Since these are used commonly while playing the guitar, they are bound to show up more when transcribing an audio sample. Having 200 extra recordings for each of these commonly used chords will provide us with that desirable bias in our dataset eventually resulting with our model being more capable of recognizing these chords.

The files in this dataset are stored in raw WAV 16 bits mono 44100 Hz format, which is an uncompressed audio format ensuring that we get the most out of each recording in the dataset. The dataset used in this research was created by the MONTEFIORE RESEARCH GROUP of University of Liège - Montefiore Institute.

3. CNN Model

Deep neural networks and deep learning are both strong and well-known algorithms. The meticulous design of the neural network architecture is a big part of their success. We will utilise a convolutional neural network because we will be dealing with photos. In deep learning, a convolutional neural

Table 1: Musical notes and octave values.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>16.35</td>
<td>32.70</td>
<td>65.41</td>
<td>130.81</td>
<td>261.63</td>
<td>523.25</td>
<td>1046.50</td>
<td>2093.00</td>
<td>4186.01</td>
<td>8372.02</td>
</tr>
<tr>
<td>C#</td>
<td>17.32</td>
<td>34.65</td>
<td>69.30</td>
<td>138.59</td>
<td>277.18</td>
<td>554.37</td>
<td>1108.73</td>
<td>2217.46</td>
<td>4434.92</td>
<td>8869.84</td>
</tr>
<tr>
<td>D</td>
<td>18.35</td>
<td>36.71</td>
<td>73.42</td>
<td>146.83</td>
<td>293.66</td>
<td>587.33</td>
<td>1174.66</td>
<td>2349.32</td>
<td>4698.64</td>
<td>9397.27</td>
</tr>
<tr>
<td>D#</td>
<td>19.45</td>
<td>38.89</td>
<td>77.78</td>
<td>155.56</td>
<td>311.13</td>
<td>622.25</td>
<td>1244.51</td>
<td>2489.02</td>
<td>4978.03</td>
<td>9956.06</td>
</tr>
<tr>
<td>E</td>
<td>20.60</td>
<td>41.20</td>
<td>82.41</td>
<td>164.81</td>
<td>329.63</td>
<td>659.26</td>
<td>1318.51</td>
<td>2637.02</td>
<td>5274.04</td>
<td>10548.08</td>
</tr>
<tr>
<td>F</td>
<td>21.83</td>
<td>43.65</td>
<td>87.31</td>
<td>174.61</td>
<td>349.23</td>
<td>698.46</td>
<td>1396.91</td>
<td>2793.83</td>
<td>5587.65</td>
<td>11755.10</td>
</tr>
<tr>
<td>F#</td>
<td>23.12</td>
<td>46.25</td>
<td>92.50</td>
<td>185.00</td>
<td>369.99</td>
<td>739.99</td>
<td>1479.98</td>
<td>2959.96</td>
<td>5919.91</td>
<td>11839.82</td>
</tr>
<tr>
<td>G</td>
<td>24.50</td>
<td>49.00</td>
<td>98.00</td>
<td>196.00</td>
<td>392.00</td>
<td>783.99</td>
<td>1567.98</td>
<td>3135.96</td>
<td>6271.93</td>
<td>12543.86</td>
</tr>
<tr>
<td>G#</td>
<td>25.96</td>
<td>51.91</td>
<td>103.83</td>
<td>207.65</td>
<td>415.30</td>
<td>830.61</td>
<td>1661.22</td>
<td>3322.44</td>
<td>6648.84</td>
<td>13289.75</td>
</tr>
<tr>
<td>A</td>
<td>27.50</td>
<td>55.00</td>
<td>110.00</td>
<td>220.00</td>
<td>440.00</td>
<td>880.00</td>
<td>1760.00</td>
<td>3520.00</td>
<td>7040.00</td>
<td>14080.00</td>
</tr>
<tr>
<td>A#</td>
<td>29.14</td>
<td>58.27</td>
<td>116.54</td>
<td>233.08</td>
<td>466.16</td>
<td>932.33</td>
<td>1864.66</td>
<td>3729.31</td>
<td>7458.62</td>
<td>14917.24</td>
</tr>
<tr>
<td>B</td>
<td>30.87</td>
<td>61.74</td>
<td>123.47</td>
<td>246.94</td>
<td>493.88</td>
<td>987.77</td>
<td>1975.53</td>
<td>3951.07</td>
<td>7902.13</td>
<td>15804.26</td>
</tr>
</tbody>
</table>

Table 2: List of the parameters with values.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling rate</td>
<td>44100</td>
</tr>
<tr>
<td>Number of samples between successive CQT columns</td>
<td>1024</td>
</tr>
<tr>
<td>Number of frequency bins</td>
<td>96</td>
</tr>
<tr>
<td>Number of bins per octave</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure 2: First six octaves of the musical note C.

Table 3: Chord classes.

Ten classes of chords

| A major |
| A minor |
| B minor |
| C major |
| D major |
| D minor |
| E major |
| E minor |
| F major |
| G major |

Table 1: Musical notes and octave values.
network (CNN or ConvNet) is a type of deep neural network that is most typically used to analyse visual imagery. Convolutional neural networks typically include three layers: convolution, pooling, and nonlinearity [20–23].

3.1. Model Architecture. The convolution layer is used to extract spatial features, which are then subsampled in the pooling layer using the spatial average (or max) function, and finally, the retrieved features from the previous two layers are understood by the fully connected layers with nonlinear activations (such as ReLU, tanh, or sigmoid). When applying a softmax function, this usually results in a single output node with a single value or maybe numerous output nodes resulting in a vector. [24–26].

But we have a very specific requirement concerning the output, which is that it is supposed to give out a string-fret combination, represented by means of a 6 × 19 matrix, where 6 represents the 6 strings of a traditional guitar and 19 represents the 18 frets and an extra place when no note is played using that string. To yield this kind of output from a deep learning model, we choose to opt for an architecture in DNN called the multitask learning [27–29]. Multitask learning has proven to be effective in a variety of machine learning applications, including natural language processing and speech recognition, as well as computer vision and drug discovery. The MTL has been referred to by a variety of titles, including joint learning, learning to learn, and learning with auxiliary tasks. In general, you are executing multitask learning (as opposed to single-task learning) as soon as you find yourself improving more than one loss function, which is precisely what we want to achieve. We can have an architecture that branches out into six endpoints, each of which produces a vector of size 19. We are expecting that each branch will become an expert at distinguishing sound from a certain string. The characteristics recovered by a common convolutional layer will be used by all six branches [30–32]. This can be better understood by looking at the summarized plot of our model given in Figure 3.

Here, each of the leaf nodes is of size 19, meaning that each of them outputs a vector of size 19 using a softmax function. The softmax function is a function that turns a
vector of $K$ real values into a vector of $K$ real values that sum to 1, and the one with the highest value is assigned the value “1” and the others are assigned “0.” Combining each of these vectors of size 19 from each of the 6 branches results in a string-fret combination of the entire fret-board of the guitar to play the sound that was represented in the input image (spectrogram), while the shared layers of repeated convolution-pooling chain are inspired from the LeNet architecture [6] because the LeNet architecture is an excellent architecture to start with, and its simplicity is unmatched.

3.2. Data Preprocessing. Preprocessing and data preparation are two of the most crucial and difficult processes in any machine learning project. The reason for this is because each dataset is unique and tailored to the project. Since we will be working with two datasets, we will need to make sure they are both in a consistent, logical, and compact manner so that the model can analyse them.

3.2.1. Beat Tracking. The phrase “audio beat tracking” refers to detecting the points in an audio recording when a human listener is likely to tap their foot in rhythm with the music. The “beat-synchronous” analysis of music is made possible by audio beat tracking. This aids us in anticipating when a guitar string will be plucked.

The plot [Figure 4] shows what detected beats look like when visualized over a waveform of an audio. These beats become extremely important as we are generating spectrograms for a window of only 0.2 seconds. Hence, we need to make sure that we capture the sound of the plucking of string(s) within that window of time.

3.2.2. Creating Spectrograms from Audio Samples. Since we will be utilising the constant-Q transform to build spectrograms, we will talk about how to use it in Python. Using the libROSA module, the constant-Q transform may be readily applied to audio files in Python. We may construct the input pictures required to train the CNN by running each audio file in the GuitarSet dataset from a defined start time (start) to a specified duration (dur) and saving the result as an image. [33–35]. For this work, dur was set to 0.2 seconds and start was set to increase from zero to the length of each audio file by the set duration, which can yield as shown in Figure 5.

Note that when being used as input images to the CNN, the color scheme was first converted to the gray scale.

3.2.3. Dataset from the Montefiore Research Group. While the GuitarSet dataset provides a well-structured time-based string-fret combination annotation for each audio sample, it is not the case with the second dataset containing...
common chords. In fact, the only form of labelling it had was the way it was stored.

As it can be seen, the directory of the dataset was its only labelling [Figure 6]. Each folder is named after a chord containing 200 sample audios of the same. Hence, labelling of this dataset was essentially done by systematic traversal of audio samples using a python script, i.e., a predefined string-fret combination was assigned to each audio sample based on the directory it was present in (which also represented the chord being played in the samples present in the directory). The exact format of how the string-fret combination is stored is discussed later in this section.

3.2.4. GuitarSet. For the CNN model to change its estimates, each constant-Q transform picture must have a solution. Fortunately, the GuitarSet dataset contains all of the notes played for each of the 6 strings as MIDI values (pitch is commonly indicated by MIDI number in electronic music), as well as the time each note begins in the recording and the duration of the note for each audio file. This allows us to extract the string-fret combination by simply recording the MIDI values arriving on each string for a set period of time (in our example, 0.2 seconds) and labelling the spectrogram made for the audio of that period with the retrieved string-fret combinations.

First, let us take a look at a matrix (6, 18) of MIDI values, which represents the six strings and 18 frets of a guitar:

\[
\begin{bmatrix}
40 & 41 & 42 & 43 & 44 & 45 & 46 & 47 & 48 & 49 & 50 & 51 & 52 & 53 & 54 & 55 & 56 & 57 \\
45 & 46 & 47 & 48 & 49 & 50 & 51 & 52 & 53 & 54 & 55 & 56 & 57 & 58 & 59 & 60 & 61 & 62 \\
50 & 51 & 52 & 53 & 54 & 55 & 56 & 57 & 58 & 59 & 60 & 61 & 62 & 63 & 64 & 65 & 66 & 67 \\
55 & 56 & 57 & 58 & 59 & 60 & 61 & 62 & 63 & 64 & 65 & 66 & 67 & 68 & 69 & 70 & 71 & 72 \\
59 & 60 & 61 & 62 & 63 & 64 & 65 & 66 & 67 & 68 & 69 & 70 & 71 & 72 & 73 & 74 & 75 & 76 \\
64 & 65 & 66 & 67 & 68 & 69 & 70 & 71 & 72 & 73 & 74 & 75 & 76 & 77 & 78 & 79 & 80 & 81 \\
\end{bmatrix}
\]

Now, an image of the guitar frets [Figure 7] with corresponding notes labelled in each string-fret combination: Notice that each note within a particular octave is associated with a unique MIDI value.

3.2.5. Final Format of the Dataset. In this case, we were interested in time annotated string-fret combinations for the given audio. To make it understandable by our CNN model, we want the audio to be in the form of a spectrogram for a 0.2-second audio piece. Keeping all of that in mind, we end up with a format dataset.

(1) \(X =\) flattened spectrogram image \((96 \times 9)\) of a 0.2 second audio sample \[\text{Size} = 864\] (which will later be reshaped before it reaches the input layer of the model)

(2) \(Y_e =\) Vector representing frets of “e” string

(3) \(Y_A =\) Vector representing frets of “A” string

(4) \(Y_D =\) Vector representing frets of “D” string

(5) \(Y_G =\) Vector representing frets of “G” string

(6) \(Y_B =\) Vector representing frets of “B” string

(7) \(Y_E =\) Vector representing frets of “E” string

All the Y’s are one hot encoded vector of size 19 where the index with value one represents fret pressed. The 0th index indicates whether or not the string is being played, the 1st index indicates whether or not the open string is being played, and the third through nineteenth columns indicate which fret is being played, beginning with the first fret. The final size of the DataFrame is given in Figure 8.

3.2.6. Normalization. Normalization is a scaling method that shifts and rescales data to make them range between 0 and 1. Min-max scaling is another name for it. Here, the formula for normalization is as follows:

\[
X' = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}
\]

It helps the performance of the model when the range of inputs are in a set known scale, as it fixes some certainty in the range of weights that we will be looking at [36, 37].

3.3. Model Training

3.3.1. Training Platform. Looking at the mammoth size of the samples in the dataset and the image processing task, it is not feasible to perform model training of this size on even an above-average spec computer. The nature of the computation is convolutional, which allows computing on the graphic processor unit (GPU), which accelerates the whole process to up to 10 times based on the GPU being used [38–40]. For these computing resources, we decided to rely on Google Collaboratory.

Google Collaboratory, or “Colab” for short, allows you to develop and run Python code in your browser with

(i) No configuration necessary

(ii) Free access to GPUs

(iii) Simple sharing

3.3.2. Optimizer. The stochastic gradient descent with momentum was the optimizer of choice in our scenario. In contrast, stochastic gradient descent (SGD) updates a parameter for each training example \(x^{(i)}\) and label \(y^{(i)}\):
\[ \theta = \theta - \eta \cdot \nabla \theta J(\theta; x^{(1)}, y^{(1)}). \]  
(4)

SGD, on the other hand, has problems navigating ravines, which are abundant near local optima and are locations where the surface slopes considerably more sharply in one dimension than in another. SGD oscillates throughout the ravine’s slopes while only making halting progress towards the bottom towards the local optimum in these cases, as shown in Figure 9.

As seen in the second figure, momentum is a technique that aids in the acceleration of SGD in the desired direction while also dampening oscillations. It does this by adding a fraction \( \gamma \) of the update vector of the past time step to the current update vector:

\[ V_t = \gamma V_{t-1} + \eta \nabla \theta J(\theta). \]  
(5)

Some implementations exchange the signs in the equations. The momentum term \( \gamma \) is usually set to 0.9 or a similar value. Essentially, when using momentum, we push a ball down a hill. The ball accumulates momentum as it rolls downhill, becoming faster and faster on the way (until it reaches its terminal velocity if there is air resistance, i.e., \( \gamma < 1 \)). The momentum term grows for dimensions whose gradients’ point is in the same directions and decreases for dimensions whose gradients change directions for our parameter updates. We get faster convergence and less oscillation as a result of this. [41, 42].

---

### Figure 7: Guitar fret board with all notes.

### Figure 8: Final size of the DataFrame.

### Figure 9: Stochastic gradient descent.

\[ \nabla \theta J(\theta; x^{(1)}, y^{(1)}). \]  
(4)

### Figure 10: E and A string learning curve.
4. Result Analysis

A learning curve is a graph representing model learning performance as a function of time or experience. In machine learning, learning curves are a common diagnostic tool for algorithms that learn progressively from a training dataset. After each update during training, the model may be tested on the training dataset and a holdout validation dataset, and graphs of the measured performance can be constructed to display learning curves. We will be looking at the optimization learning curve [Figure 10], which is based on the measure used to optimise the model’s parameters.

Since the model performs six tasks (six branches), each predicting an output for each of the six strings of a standard tuned guitar e, A, D, G, B, and E, we have 6 learning curves for the loss of each of the strings. This allowed us to monitor the performance of the model on each task. It is evident from the curves that the model is good at predicting results for the e string, while it does not do that well with G string as the loss for the e string is much less than the loss of G string. However, it seems like a complicated task to evaluate the models’ overall performance looking at 6 learning curves

---

**Figure 11:** D and G string learning curve.

**Figure 12:** B and E string learning curve.

**Figure 13:** Model loss.
[as shown in Figures 11–13]; hence, we also plot an overall optimization learning curve of the model, which averages loss for all the six strings and summarizes the model performance with a single graph as shown in Figure 13.

It is quite evident from the above graph that the model has reached its learning saturation as the validation loss has stabilized more in terms of its rate of decay, and the training loss continues to go down with a greater rate. If we train the model any further, the model will start overfitting, meaning that it will be better on the training data and poor on unseen data; it can be said that it will start memorizing the training data, or it will not generalize its knowledge properly.

The training in the above graphs has been stopped when the validation loss was the least. Usually in these cases, we start with a random number of epochs and study the learning curve and observe at how many epochs does the model generalizes the best, and then, we start training the model again, and this time, we stop the training early at the number of epochs we observed earlier to achieve the most optimal weights. When using learning rate decay (when the learning rate decreases with each epoch, slowly decaying towards zero, the rate at which it decays depends on the total number of epochs the model has to train for), the observed optimal number of epochs varies as the number of epochs to train for changes.

The training in the above graphs has been stopped when the validation loss was the least. Usually in these cases, we start with a random number of epochs and study the learning curve and observe at how many epochs does the model generalizes the best, and then, we start training the model again, and this time, we stop the training early at the number of epochs we observed earlier to achieve the most optimal weights. When using learning rate decay (when the learning rate decreases with each epoch, slowly decaying towards zero, the rate at which it decays depends on the total number of epochs the model has to train for), the observed optimal number of epochs varies as the number of epochs to train for changes.

The final CNN model’s accuracy is summarized in Table 4. The accuracy of 88.71% is quite reasonable to be used in real-life scenarios. While the proposed model was inspired by an article by Tio [7], it overcomes many of the drawbacks posed by the former attempts made towards this problem. To list a few, the proposed model has an extra feature where it detects the beats before clipping out snippets of the guitar solo. The overall accuracy was also improved by incorporating multiple datasets and by making sure that the model generalizes better than the former version by the means of data augmentation (addition of noise in the audio samples). Hence, the proposed model poses some value in the field of music information retrieval (MIR) while it also provides budding guitarists a better platform to learn from.

### 5. Conclusion

A method for detecting chord sequences and notes from audio recordings of solo guitar performance was presented in the study. The proposed method gives chord names and the notes on the fretboard for intervals in the input audio. The proposed model has been tweaked to reach an accuracy of 88.71%. The musical models that were constructed expressedly for the guitar, as well as the acoustic models that were trained using guitar acoustic material, are responsible for the improvement. This illustrates how creating music transcription algorithms for more tightly defined scenarios may lead to considerable performance gains. Because of its accuracy, the suggested system is a suitable choice for usage by the target audience.

At this point, the model can detect the chords and notes from an audio file that has only a guitar and no other instruments, as shown in Figure 14. This can be quite restrictive, especially for the target audience as they may need to get tablatures from an actual song with various other instruments and vocals. To tackle this issue, we could add a stem separation tool to preprocess our audio file before feeding it to the model. This tool would extract specific elements from the audio file such as vocals, drums, the guitar, and the keyboard, isolating the guitar part for our model. This would be a massive upgrade as the variety of

<table>
<thead>
<tr>
<th>Task</th>
<th>Accuracy in percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>e string performance</td>
<td>95.05</td>
</tr>
<tr>
<td>A string performance</td>
<td>91.54</td>
</tr>
<tr>
<td>D string performance</td>
<td>86.75</td>
</tr>
<tr>
<td>G string performance</td>
<td>84.00</td>
</tr>
<tr>
<td>B string performance</td>
<td>85.15</td>
</tr>
<tr>
<td>E string performance</td>
<td>89.78</td>
</tr>
<tr>
<td>Overall performance</td>
<td>88.71</td>
</tr>
</tbody>
</table>

Figure 14: Sample extracted cord.
audio files that can be used will increase dramatically and would save the user incredible amounts of time as they would not have to search for a guitar solo for the particular song/audio.

The proposed scheme could be diversified even more by expanding our target audience, which can be done by adding the option to get transcriptions for various other instruments such as the piano and drums. This would require more models with more training and testing on the different datasets for each other and the different instruments. There are many datasets for all these other instruments, and different approaches could be made if the need be. This enlarges the number of people who can use this tool.
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