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Data augmentation is an effective method to prevent model overfitting in deep learning, especially in medical image classification
where data samples are small and difficult to obtain. In recent years, different data augmentation methods, such as those based on
single data transformation, multiple data mixing, and learning data distribution, have been proposed one after another, but there
has never been a systematic system to evaluate various data augmentation methods. An impartial and comprehensive data
augmentation evaluation system not only can assess the benefits and drawbacks of existing augmentation approaches in a specific
medical image classification but also can provide an effective research direction for the subsequent proposal of newmedical image
data augmentation methods, thereby advancing the development of auxiliary diagnosis technology based on medical images.
)erefore, this paper proposes an objective and universal evaluation system for different data augmentation methods. In this
method, different augmented methods are evaluated objectively and comprehensively in terms of classification accuracy and data
diversity by using existing large public data sets. )e method is universal and easy to operate. To imitate the prevalent small-sized
data sets in deep learning, an equal-interval sampling technique based on similarity ranking is presented to select samples from
large public data sets and construct a subset that can fully reflect the original set. )e augmented data sets are then created using
various data augmentation approaches based on the small-sized data sets. Finally, different data augmentation strategies are
objectively and fully evaluated based on the comprehensive scores of classification accuracy and data diversity following data
augmentation.)e validity and feasibility of the suggested samplingmethod and assessment system in this study are demonstrated
by experimental findings on numerous data sets.

1. Introduction

)e auxiliary diagnosis technology based on the medical
image is in the stage of rapid development, but restricted
by the amount of medical image data, the modeling
method based on deep learning cannot be explored into
more complex models. Data augmentation, a common
method to improve model robustness, is widely applied to
the training process of various medical image classifica-
tion models. It is a strategy to increase the amount and
diversity of existing data, with the purpose of extracting
more useful information by changing existing data or
generating “new data,” thus improving the generalization
ability of the model.

Commonly used image data augmentation technologies
[1] include single data transformation (such as geometric
transformation, color space transformation, resolution
transformation, noise injection, etc.), multiple data mixing,
and methods to generate new data by learning data distri-
bution (such as GAN-based data augmentation). Data
augmentation based on geometric transformation [2–4],
such as flip, rotation, translation, and crop, is equivalent to
increasing the perspective and position deviation of the data
set, thus enhancing the robustness of the model in these
aspects and improving the test accuracy. By altering the
brightness in each channel of the original image, the
transform based on color space produces new useable and
functional data [1]. Its essence is to make the model adapt to

Hindawi
Mobile Information Systems
Volume 2022, Article ID 8572852, 9 pages
https://doi.org/10.1155/2022/8572852

mailto:can.zhang@student.uts.edu.au
https://orcid.org/0000-0002-7083-5228
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8572852


a more complex lighting environment and enhance its ro-
bustness under different scenes of lighting by adding various
illumination deviations to the samples in the data set. )e
resolution transform uses N×M matrix to blur or sharpen
the image, so as to help the model better deal with the
problem of motion blur encountered in the testing process.
At the same time, the sharpened image can highlight more
details of objects. A new sample generation technique named
“noise injection” [5] is a modern sample generation method
that superimposes noise on an image that can be charac-
terized by a random matrix with a given distribution. )e
image of different quality is simulated; the model’s filtering
ability of noise interference and redundant information is
boosted; and the model’s recognition ability is enhanced by
artificially applying noise interference to the image and
introducing redundant and interference information into
the data set. In a single data transformation mode, data
augmentation primarily transforms the relevant information
of a picture, whereas, in a mixed data mode, data aug-
mentation primarily transforms the relevant information of
a picture.

)e new training data are achieved by fusing the spatial
or feature information of several images. No matter what
kind of data augmentation method is mentioned above, they
can use little prior information but only the information of
these images themselves when generating new image data.
)erefore, another new data augmentation method is
generated: by means of generative adversarial network and
image style transfer, the whole data set is taken as prior
knowledge by learning the potential probability distribution
of the data set and then sampled in it to generate new data
[6–10]. )is kind of data augmentation method can theo-
retically generate infinite kinds of new samples with the
same probability distribution as the original data, which is a
more excellent data augmentation method.

Although different data augmentation methods [6–10]
have been proposed, there is no systematic system to
evaluate them. An objective and comprehensive data aug-
mentation evaluation system not only can evaluate the
advantages and limitations of the existing augmentation
methods in a specific medical image classification but also
can provide an effective research direction for the subse-
quent proposal of new medical image data augmentation
methods, to further promote the development of auxiliary
diagnosis technology based on medical image. )erefore, in
this paper, a set of specific evaluation systems will be given,
as shown in Figure 1. )e main contributions of this paper
are as follows:

(i) To simulate common small-sized data sets in deep
learning and prepare data for the subsequent data
augmentation evaluation system, an equal-interval
sampling algorithm built on similarity ranking is
suggested to excerpt samples from large public data
sets and generate a subset that can fully characterize
the original set.

(ii) A general evaluation system is proposed to objec-
tively and comprehensively evaluate different data
augmentation methods based on the extracted

small-sized data set, combined with the compre-
hensive scores of classification accuracy and data
diversity. )e method is universal and easy to
operate as an equal-interval sampling algorithm
based on similarity ranking is proposed to extract
samples from large public data sets.

(iii) )e data augmentation evaluation system proposed
in this paper is applied to several data sets, and
different data augmentation methods are objectively
and comprehensively evaluated.

Section 2 introduces in detail the steps of the equal-
interval sampling algorithm based on similarity ranking,
which makes data preparation for the construction of
subsequent evaluation system. In Section 3, based on the
extracted small-sized data set, our data augmentation
evaluation system is systematically presented from three
dimensions. In Section 4, experiments show that the sam-
pling method proposed in this paper is superior to other
sampling methods in terms of classification accuracy and
distribution similarity with the original data set. Further-
more, the data augmentation evaluation system proposed in
this paper is applied to several data sets to make an objective
and comprehensive evaluation of different data augmenta-
tion methods. )e concluding remarks are provided in
Section 5.

2. Equal-Interval Sampling AlgorithmBased on
Similarity Ranking

To prepare data for the suggested data augmentationmethod
assessment system, a small-sized data set should be taken
from the original large data set, which adheres and corre-
sponds to the original data set’s distribution and can
completely represent it. It is commonly believed that the
small data set will be able to remove unnecessary infor-
mation from the original data set and represent it with as few
subsets as feasible while still providing sufficient informa-
tion. In recent years, a number of scholars have proposed a
variety of data sampling methods [11–13], but these sam-
pling methods all have defects such as too much randomness
and uncertainty in the process of data set extraction and
excessive subjective factors, so they cannot accurately, truly,
and objectively reflect the global data information. As a
result, this research uses stratified proportional sampling to
determine the sampling quantity. )e images in each cat-
egory were then graded according to how similar they were.
Finally, according to the previously selected sampling
number, equal-interval sampling is performed for this
category set, and the Frechet Inception Distance (FID) index
[14] between the sampled data set and the original complete
data set is applied as a secondary verification. To construct a
small-sized data set with similar distribution to the original
large-scale data set, which is prepared for subsequent
evaluation of various data augmentation methods. )e
Frechet Inception Distance, or FID, is a metric for assessing
the quality of the produced images that were designed
specifically to calculate the performance of generative
adversarial networks.
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2.1. Set the Sampling Quantity. For the data of different
categories in the original large data set, we adopt the idea of
stratified proportional sampling to set the sampling quantity.
According to the data proportion of each category in the
original data set, we extract the corresponding proportion of
samples to form a new small-sized data set. In this way, the
problem of focusing on some characteristics or omitting
some characteristics caused by simple random sampling can
be avoided, and the representativeness of target samples can
be improved.

It is assumed that there are k types of data with a total
number of M in the original data set, and the data amount of
each type is m1, m2, . . . mk (in general situation,
m1 ≠m2 ≠ · · · ≠mk). If the total amount of the small-sized
data set we want to extract in the end is N (N is typically 20%
to 30% of M ), the quantity drawn from each category is
specified as ni � round(N/Mmi), i � 1, 2, . . . , k.

2.2. Determine the Sample to Be Taken. In Section 2.1, we
assume that there are k categories in the original large data
set, where the subset of each category is represented as
Ci(i � 1, 2, . . . , k). For the subset of each category Ci, a
picture is randomly selected from it, denoted as
Xn, n ∈ [1, mi], and the similarity between the remaining
pictures in this category and picture Xn is calculated
successively.

)ere are many methods to calculate the similarity
between pictures. For example, the similarity between two
pictures can be determined by obtaining the histogram of
two pictures. Although this method is simple and easy to
operate and requires little calculation, it can only obtain
the similarity of the color information of the two pictures
but cannot obtain more information. As long as the color
distribution of the two pictures is similar, it is determined
that the similarity between the two pictures is high, which
is obviously unreasonable; the similarity between two
pictures can also be judged by the structural similarity
index measurement (SSIM) from the three aspects of
brightness, contrast, and structure. Firstly, the image is

divided into blocks by using the sliding window and set
the total number of blocks is N. Considering the influence
of the window shape on the blocks, Gaussian weighting is
used to calculate the mean, variance, and covariance of
each window.)en the SSIM of the corresponding block is
calculated, and finally, the average value is used as the
structural similarity measure of the two images. However,
this method also has the same disadvantages as using the
histogram to judge the similarity. Scholars also propose a
method of using deep learning to calculate the similarity of
two images [15], which extracts their corresponding
feature vectors by putting the two images into a con-
volutional neural network and then makes a similarity loss
function for the two feature vectors at the last layer for
network training. Although this method is more objective,
it needs to label the data and train the network, which
greatly increases the workload. )erefore, to meet the
needs of objectivity and a small amount of calculation, the
following two methods are used to calculate the picture
similarity in this paper:

2.2.1. Calculate the Cosine Distance of the Two Pictures.
To calculate the cosine similarity between two images, we
first need to represent each image as a vector and then
calculate the cosine distance between these two vectors,
which is used as an index to measure the difference between
two individuals, so as to characterize the similarity of the two
images. )e closer the cosine value between two vectors is to
1, the closer the included angle is to 0°, that is, the more
similar the two vectors (two pictures) are. )e specific
formula is as follows:

cos(θ) �
X•Y
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where X and Y represent two pictures.
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Figure 1: A set of specific evaluation systems for different data augmentation methods.
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2.2.2. Calculate the Euclidean Distance of the Two Pictures.
)e Euclidean distance is another popular way to determine
how similar two images are. Its solution concept is com-
parable to the concept of cosine similarity. )e similarity of
two photos can be stated by calculating the actual distance
between two locations in N-dimensional space after each
image has been represented as a vector. )e smaller the
Euclidean distance between two vectors, the greater the
similarity between two images. )e specific formula is as
follows:

d(X, Y) �
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n
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xi − yi( 
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, (2)

where X and Y represent two pictures.
For a class subset Ci in the original large data set, after

using the above method to successively calculate the distance
between the randomly selected picture Xn and all the
remaining pictures in the category, we can get a set of
specific values, which correspond to the similarity between
the remaining pictures in the category and the picture Xn

(among them, we set the similarity between picture Xn and
ourselves to 0, that is, the most similar). )en, according to
the calculated value, the remaining pictures will be from near
to far according to the similarity with picture Xn (the closer
it is, the more similar it is). Finally, based on the sampling
quantity set for each category in Section 2.1, the target
pictures are extracted at equal intervals in the sorted picture
data set to form a small-sized data set. )e “equal-interval
extraction” here means that for a class subset Ci, where its
total number of pictures before sampling is mi and the
sample size of pictures to be extracted is ni, we take Xn as the
first picture to be extracted and extract every ceil(mi/ni)

pictures in the picture sequence of sorting number (where
ceil (·) means rounding up).

2.3. Assess the Representativeness of the Small-Sized Data Set.
In the previous section, we selected two methods to calculate
the similarity of images, which are cosine distance and
Euclidean distance. As can be seen from Figure 2 below,
Euclidean distance measures the absolute distance of each
point in space, which is directly related to the position
coordinates of each point; cosine distance is a measure of the
included angle of space vector, which is more reflected in the
difference in direction than position. If the position of point
A remains unchanged and point B is away from the origin of
the coordinate axis in the original direction, the cosine
distance remains unchanged at this time (because the in-
cluded angle does not change), while the distance between
points A and B is obviously changing, which is the difference
between Euclidean distance and cosine distance. In con-
clusion, Euclidean distance can reflect the absolute differ-
ence of individual characteristics, while cosine distance is
more to distinguish the difference from the direction, but
not sensitive to the absolute value.

Euclidean distance and cosine distance have different
calculation methods and measurement characteristics. In

fact, for different data sets, it is difficult to make a completely
fair comparison with a unified standard to measure the
similarity between images. )erefore, in order to further
determine which small-sized data set extracted by which
method can more accurately and truly reflect the original
sample set, we perform final screening by evaluating the
Frechet Inception Distance (FID) between the small-sized
data set after sampling and the original complete set.

FID evaluates the distribution quality of the extracted
small-sized data set by calculating the distance between two
data sets in the feature space. )e formula is as follows:

FID(x, g) � μx − μg

�����

�����
2

2
+ Tr Σx + Σg − 2 ΣxΣg 

1/2
 , (3)

where x represents the original large image data set, g

represents the small-sized data set after sampling, and μ and
 represent the mean and covariance, respectively (a
probability distribution can be described by its mean and
covariance). When two distributions are close, their mean
and covariance are also close. )erefore, in this evaluation
index, a lower FID value means that the distribution of the
small-sized data set after sampling is closer to the distri-
bution of the original large image data set, which is the target
small-sized data set we want to obtain.

In general, the steps of equal-interval sampling algo-
rithm based on similarity ranking proposed in this section
can be expressed as follows:

Step 1: For a large data set with k categories and the data
volume for each category is sm1, m2, ...mk, the idea of
stratified proportional sampling is adopted to set the
final sampling quantity ni(i � 1, 2, . . . , k) for each
category
Step 2: Select any picture Xn, n ∈ [1, mi] from the
subset of each category Ci(i � 1, 2, . . . , k) and calculate
the similarity between the remaining pictures in this
category and picture Xn by using cosine distance and
Euclidean distance, respectively
Step 3: According to the value of similarity, the pictures
in each category were arranged in the order of

B

A

X

Y

Z

dist (A,B)

cos θ

Figure 2: Difference between Euclidean distance and cosine
distance.
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similarity with picture Xn from near to far (the closer
the picture is, the more similar it is)
Step 4: Taking the sampling quantity set for each
category in step 1 as the criterion, target images are
extracted from the sorted image data set with equal
spacing to form a small-sized data set
Step 5: A small-sized data set that corresponds to the
distribution of the original data set is finally picked by
analyzing the FID between the small sample set sam-
pled by the two similarity solution methods and the
original complete set

3. Evaluation Index of Different Data
Augmentation Method

After extracting the small-sized data set N1 that can fully
reflect the original data set by the method proposed in the
previous section, we expand the data with different data
augmentation methods on the basis of the N1 to generate the
augmented data set DAj (where j represents different data
augmentation methods).

In order to objectively and comprehensively evaluate the
performance of different augmentation methods, this paper
considers the data set after augmentation from three
dimensions.

3.1. Classification Accuracy on the Original Data Set Accor.
Accuracy is the most commonly used measure in classifi-
cation and prediction. It represents the proportion of cor-
rectly classified samples in the total samples. In this paper,
we take this index as an important evaluation standard to
measure the quality of different data augmentation methods.

Specifically, we first select the commonly used classifi-
cation network with a better classification effect. Next, the
augmented data set DAj obtained by different data aug-
mentation methods is fed into the classification network as
training data, and finally, a trained classifier is obtained.
)en, the trained classifier is used as the “gold standard” to
classify the test set data in the original large data set, and the
corresponding classification accuracy is recorded. In order
to ensure the reliability of the data, we select three classifiers
(VGG16 [3], ResNet50 [16], and Inception-v3 [17]) to
classify them and take the average value of the final clas-
sification results as Accor.

3.2. Classification Accuracy onNewData Set after Augmented
Accda. )e second evaluation index in this paper is the same
as the first one, which is still the classification accuracy, but
the classification accuracy here is for the new data set after
the augmentation.

Specifically, we first select the commonly used clas-
sification network with a better classification effect. Next,
the training sets of the original large data sets are fed into
the classification network as training data, and finally, a
trained classifier is obtained. )en, the trained classifier is
used as the “gold standard” to classify the test set data of
DAj, which is augmented by different data augmentation

methods, and the corresponding classification accuracy is
recorded. As mentioned above, in order to ensure the
reliability of data, we still select three classifiers (VGG16,
ResNet50, and Inception-v3) to classify them and average
the final classification results and record them as Accda.

3.3. Diversity of Data in the Augmented Data Set IS.
Classification accuracy is indeed an important indicator to
evaluate the quality of different augmentation methods.
However, for the augmented data sets generated by different
augmentation methods, their diversity is also an important
index. )is paper obtains the clarity and diversity of the
augmented data by obtaining the inception score (IS) [18] of
the augmented data set.

Inception score generates an N-dimensional output
vector y by inputting image x from the augmented data set
into a trained model (the Inception-v3 model is used in this
paper), where each dimension of the vector represents the
probability that the input sample belongs to a certain
category.

If an image resolution is very high, it can be more ac-
curately divided into a category, that is, the probability value
of belonging to a category should be very high, and the
corresponding probability value of belonging to other cat-
egories should be very low. At this time, the probability
distribution difference between its categories is large, and the
entropy of p(y|x) is very small (entropy represents
the degree of confusion. )e more uniform the distribution,
the greater the degree of confusion; on the contrary, the
greater the distribution difference, the smaller the degree of
confusion).

If the content of pictures in an expanded data set is rich
enough, the distribution of pictures in each category should
be uniform and will not be biased to the category of a certain
feature, that is, the entropy of the marginal distribution p(y)

of these pictures in all categories is large.
Combining the above two aspects, the formula of IS is

follows:

IS(G) � exp Ex∼pg
DKL(p(y|x)p(y)) , (4)

where DKL represents KL divergence, which is used to
measure the distance between two distributions. When the
value is larger, the similarity of the two distributions is
lower. In IS index, when the distance between p(y|x) and
p(y) is large enough, that is, the higher IS value is, the
better image quality and richer diversity of the augmented
data set will be.

To evaluate the performance of different data augmen-
tation methods, the evaluation index proposed objectively
and comprehensively in this paper combines the above three
dimensions, and the final total evaluation score TES is as
follows:

TES � Accor + Accda + IS. (5)

)e higher the value is, the better the data augmentation
method is.
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4. Experiment Results

)is section describes the experimental result of the current
work.

4.1. Comparison of Different Sampling Methods. Here, in
addition to the two medical imaging data sets, we selected
two additional data sets from other fields to verify the broad
applicability of our equal-interval sampling algorithm.)ese
data sets are: medical CT image data set (DeepLesion) [19],
Pneumonia X-ray image data set [20], ImageNet [21], and
CIFAR10 [22], and use six different sampling methods to
sample the above two data sets, so as to generate small-sized
data sets. )e classification accuracy difference between the
generated small-sized data set and the original data set, as
well as the FID between them, were used as evaluation
indexes to evaluate the performance of different sampling
methods.

4.1.1. Data Set

(1) DeepLesion. DeepLesion is the largest open data set of
multicategory and lesion level labeled clinical medical CT
images published by NIH Clinical Center, including 928,020
CT cross-sectional images (512× 512 resolution) of 4,427
independent anonymous patients.

(2) Pneumonia X-ray image data set. )e Pneumonia X-ray
image data set is an open data set from the Guangzhou
Women and Children’s Medical Center and the University
of California team, which contains 2,538 images of bacterial
pneumonia and 1,345 images of viral pneumonia.

(3) ImageNet. ImageNet is the world’s largest image rec-
ognition database currently. It was created by computer
scientists at Stanford, California, to imitate a human rec-
ognition system. It has around 15 million images and 22,000
categories. In this experiment, we merely use a portion of the
ImageNet data as the whole set. As an image database,
ImageNet is arranged according to the WordNet hierarchy
(currently only the nouns), with hundreds of thousands of
pictures depicting each node of the hierarchy. )e project
has made significant contributions to computer vision and
deep learning research. Researchers can use the data for
noncommercial purposes for free.

(4) CIFAR10. CIFAR10 is a computer vision data set for
pervasive object recognition collected by Alex Krizhevsky
et al. It contains 60,000 32× 32 RGB color images, with a
total of 10 classifications, including 50,000 for training and
10,000 for the test.

4.1.2. Baselines. We compare six sampling methods in this
section: (a) random sampling method and (b) stratified
sampling method and the sampling algorithm proposed in
this paper where (c) histogram, (d) SSIM, € cosine distance,
and (f) Euclidean distance are used as indicators in solving
image similarity.

4.1.3. Evaluation Metrics

(1) Classification accuracy difference between the generated
small-sized data set and the original data set. Firstly, we
divide the data in the original large data set into training set
S1 and test set T1. On the one hand, training set S1 is used to
train a classifier A1 (ResNet50 is used in this paper); on the
other hand, it is used as the original complete set to generate
small-sized data sets (i.e., the small-sized data sets used for
data augmentation are sampled from the training set S1 in
the original large data set). )e test set T1 prepares for the
subsequent verification of classification accuracy.

After making the small-sized data set N1 with different
sampling methods, we trained another classifier A2 with the
same classification network (ResNet50).)en the trained A1
and A2 were tested on test set T1 to obtain the two clas-
sification accuracy, and their difference was used as an
evaluation index. )e results are shown in Table 1.

(2) FID between the generated small-sized data set and the
original data set. FID evaluates the similarity of two dis-
tributions by calculating the distance between two data sets
in the feature space. In this experiment, we took the dis-
tribution distance of training set S1 in the original large data
set and small-sized data set N1 (we set the data amount of
the N1 to be 30% of the original sample data amount) by
different sampling methods, and the results are shown in
Table 2.

)e sample method presented in this paper outperforms
previous sampling methods in terms of classification ac-
curacy and distribution similarity with the original data set,
as shown in Tables 1 and 2. Furthermore, we can see that the
methods for resolving picture similarity based on cosine
distance and Euclidean distance have various advantages for
different data sets. As a result, we undertake final screening
by analyzing the FID between the small-sized data set after
sampling and the original complete set in order to select
which small-sized data set retrieved by the approach can
more precisely and truly reflect the original sample set.

4.2. Evaluation Index of Different Data Augmentation
Methods. In this section, to prove the universality of our
evaluation system, in addition to the medical image data set,
we also select another field of data set for the experiment.
)ey are the Pneumonia X-ray image data set [20] and facial
expression recognition database (FER2013) [23]. According
to themethod in Section 3, the data augmentation evaluation
system proposed in this paper is used to calculate the overall
evaluation scores of different data augmentation methods
and then compared them.

4.2.1. Data Set

(1) Pneumonia X-ray image data set. )is data set has been
described in detail in Section 4.1.

(2) FER2013. )e FER2013 data set contains seven expres-
sions: anger, disgust, fear, happiness, sadness, surprise, and
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neutrality (marked as 0–6, respectively, during training and
testing). Among them, there are 28,708 training images,
3,589 public test images, and 3,589 private test images, and
each picture is fixed by size to 48× 48 gray image.

4.2.2. Baselines. Firstly, according to the equal-interval
sampling algorithm based on similarity ranking proposed in
Section 2, we sample a small-sized data set from the X-ray
image data set and FER2013, respectively (set the number of
samples to 30% of the original data set). )en, for the
sampled small-sized data set, different augmentation
methods are used to expand the data, and the augmented
data set is obtained. According to the data generation
method single data transformations (geometric transfor-
mations, color space transformations, noise injection, and
random erasing), multiple data mixing (the generation of
new training data is realized by fusing the spatial or feature
information on several images), and learning the data dis-
tribution to generate new data are the current data aug-
mentation methods (by learning the potential probability
distribution of the data set, taking the whole data set as a
priori knowledge, and then sampling it to generate new data
by generative adversarial network and image style
translation).

In this experiment, several representative data aug-
mentation methods are selected from the above methods, as
follows:

(1) Flip. )e images in the small-sized data set are flipped
along the x-axis or y-axis, respectively, to obtain the image

samples with a horizontal or vertical mirror for data
augmentation.

(2) Rotate. )e image in the small-sized data set is randomly
rotated by a certain angle centered on a point (the default is
the image center point), and the rotated image samples are
obtained for data augmentation.

(3) Color space transformations. Brightness adjustment is
performed on each channel of the image in the small-sized
data set to generate new available data.

(4) Noise injection. New available data are generated by
randomly adding Gaussian noise, gamma noise, and salt and
pepper noise to the images in the small-sized data set.

(5) Generate new data through GAN. To augment the data by
using the generative adversarial network model [24], an
image generation networkG needs to be trained based on the
original large data set. )en, the trained generation network
G is used to generate image samples directly, and the
generated samples are added to the small-sized data set, to
obtain an augment data set.

(6) Generate new data through CycleGAN. To enlarge tiny
data sets using an unsupervised image style translation
method, we must first train the cycle generative adversarial
network (CycleGAN) model. )e CycleGAN is a method for
training a deep convolutional neural network to perform
tasks of image-to-image translation. Using an unpaired data
set, the network learns how to map input and output images.
)e CycleGAN is trained using two data sets (domain A and
domain B) [25]; then take domain A as the source domain
and use the trained CycleGAN model to convert it into the
image style of domain B, so as to realize the augmentation of
domain B data set.

For the X-ray image data set, normal disease-free images
(from a hospital CR image database) are used as domain A,
and two pneumonia images were used as domain B. After
the CycleGAN model was trained, the transformed images
were used to expand the small-sized X-ray image data set.
Similarly, for the FER2013 data set, we trained the “neutral”
class as domain A and the other six classes as domain B

(because it is natural to generate emotional faces from
nonemotional faces). )e trained CycleGAN model is used
to expand the other six small-sized data sets. It is worth
noting that for the sake of the uniformity of the experimental
samples, we removed the “neutral” category from the
FER2013 data set in all the experimental tests in this section.

In order to objectively and comprehensively evaluate the
performance of the augmented method in different data sets,
we use the method proposed in Section 3 to consider the
augmented data set from three dimensions: (1) classification
accuracy on the original data set Accor, (2) classification
accuracy on new data set after augmented Accda, and (3)
diversity of data in the augmented data set IS. For two data
sets, Tables 3 and 4 illustrate a comparison of alternative
augmentation strategies. It can be observed that data aug-
mentation methods based on geometric transformations,

Table 1: Classification accuracy difference between the generated
small-sized data set and the original data set.

DeepLesion X-
ray ImageNet CIFAR10

Random sampling
method 10.58 8.56 9.08 11.57

Stratified sampling
method 9.37 7.39 8.21 9.98

Histogram 8.99 6.85 7.79 8.32
SSIM 7.26 6.04 7.28 8.07
Cosine distance 6.51 5.13 5.17 6.98
Euclidean distance 6.03 4.92 5.93 6.17

Table 2: FID between the generated small-sized data set and the
original data set.

DeepLesion X-
ray ImageNet CIFAR10

Random sampling
method 74.15 63.58 91.73 84.46

Stratified sampling
method 68.34 57.36 88.65 72.53

Histogram 61.27 48.24 73.12 59.87
SSIM 56.75 41.27 68.45 54.13
Cosine distance 46.31 38.14 45.76 41.38
Euclidean distance 48.59 36.83 47.09 39.08
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such as flipping, rotation, color space transformations, and
adding noise, outperform data augmentation methods based
on learning data distribution in terms of the accuracy of the
new data set after augmentation, but they fall short in terms
of the classification accuracy of the original data set and the
diversity of data in the augmented data set. As a result, the
overall score is slightly lower. As a result, the evaluation
system proposed in this paper can not only assess the
benefits and drawbacks of existing data augmentation
methods in specific medical images or other fields but also
provide an effective research direction for new medical
image data augmentation methods that are later proposed.

5. Conclusion

)is paper proposes an objective and general evaluation
system from the two aspects of classification accuracy and
data diversity. )e evaluation system directs the choice of
augmentation strategies for medical images with small data
samples and difficult-to-get data. An objective and com-
prehensive data augmentation evaluation system not only
can evaluate the advantages and limitations of the existing
augmentation methods in specific medical images classifi-
cation but also can provide an effective research direction for
the subsequent proposed new medical image data aug-
mentation methods. To further promote the development of
auxiliary diagnosis technology based on medical image. )e
experimental results on multiple data sets prove the effec-
tiveness and feasibility of the sampling method and evalu-
ation system proposed in this paper [26–29].
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