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Big data entails massive cloud resources for data processing and analysis, which consumes more energy to run. ­e resources and
tasks are increasing exponentially in the cloud environment for the processing of big data, which results in an increment in power
consumption to run the cloud data center. So, there is always a scope for optimizing the energy utilization in cloud data centers.
­is paper presents a visionary architecture in a cloud environment for big data with a proposed energy-e�cient strategy based on
LSTM-DQN (long-short-termmemory-deep Q network) using reinforcement learning (RL).­e traditional techniques are not so
e�cient when the tasks are allocated dynamically, and the generic RL strategies are not able to store the data iterated in the last
cycles of processing, so the LSTM is considered for this purpose. In the proposedmodel, integration of DPSO and DQN is used for
better estimation and recti�cation of the curse of dimensionality.­e proposed strategy is compared with di�erent variants of PSO
(particle swarm optimization) such as DPSO and QoS-PSO.­e improvement in results through proposed model is recoded over
the algorithm such as load aware (8.01%), DQN (13.36%), EA-DQN (34.16%), L-No-DEAF (15.62%), DPSO (62.68%), QoS-PSO
(72.69%), FFO-EVSM (75.42%), and MIMT (76.39%) on the parameter of energy e�ciency, tasks completion time, and energy
consumption over the timeline. So, the proposedmodel is encouraging in the energy-e�cient cloud environment for big data with
the challenges that the technological world is facing and the emergence of deep learning as one propitious �eld.

1. Introduction

Big data is the most advanced data analysis �eld used to
process massive data in a high-speed dynamic environment.
In this scenario, the most advanced real-time resources are
required to cope-up with the industrial requirement. Cloud
computing has proven the most reliable computing para-
digm of sustainable computing in big data. Big data requires
massive storage, high bandwidth for real-time data streams,
high-performance data analysis applications, and high-end
visualization of data, so these needs cannot be ful�lled with
ordinary computing infrastructure available on-premises.

Cloud computing technology is known for aggregating
the physical resources in data centers and provides a single
system view to each user in a fully virtualized environment.
­e vicinity of the cloud has increased exponentially in the
last �ve years due to ad-hocmobile [1] cloud services where a
user is accessing cloud utilities through mobile devices. ­is
mechanism has increased the challenges of the cloud (like
resource allocation and scheduling, load balancing, and
power management) and it requires new dynamic strategies
to handle traditional optimization problems. Assignment of
every single task consumes some resource over the cloud and
that too consumes some power to run in the cloud server. So
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power management is always a hot spot for the researchers
of cloud computing.

In last few years, swam intelligence has gained popularity
in solving complex problem in diversified research areas and
has given very efficient solutions for dynamic problems.
-ere are many strategies, which come in the meta-heuristic
category, which helps as individual or in integration with
other nature-inspired approaches to solving complex
problems of scheduling, load balancing, and resource mi-
gration. -e integrated solutions are more focused as it may
address multiple parameters of a single problem.

1.1. LSTM. LSTM is a special strategy used in combination
with RNN to deal with vanishing gradient issues. -e RNN
can improve the results in every recurrence, but it cannot
store the previous results required for future predictions.
RNN works on the large sequence and it cannot carry the
data from starting of the sequence to the later stages so
LSTM is used to resolve this issue, which gives efficient
results in RL with RNN. It is used in different optimization
problems in cloud environment, specifically in energy effi-
ciency [2], resource allocation [3, 4], VM migration [5], and
load balancing [6]. -e CIES (Cloud-based intelligent
evaluation service) framework has been used for video
homework using LSTN-CNN [7]. It is the tool used for the
assessment of video assignments and classifies the data using
different features captured from the videos. -is is based on
the classification; the qualified/unqualified category has been
allotted in a cloud environment using LSTM.

1.2.DPSO. PSO is the most commonly used nature-inspired
resource allocation strategy in the cloud environment for
resource allocation. -ere are various formats and modifi-
cations of PSO used by different researchers with integration
and with different algorithms. Integer-PSO, MPSO (modi-
fied-PSO), GA-PSO (genetic algorithm-PSO), DPSO (dis-
crete PSO), EE-PSO (energy efficient PSO), RND-PSO
(rounding–off PSO), SPV-PSO (smallest position value-
PSO), EEDPSO (energy efficient dynamic-PSO), BPSO
(binary-PSO), and MOPSO (multiobjective-PSO) are the
most common PSO used in the management of resources of
the cloud data center. -is paper focuses on the DPSO for
improving energy efficiency in resource allocation and
scheduling. -e major strategies used are PSO and its dif-
ferent combinations, but it does not look sufficient in the
dynamic environment of cloud, so the RL is applied along
with scheduling strategies so that more optimization can be
achieved.

DPSO is used with the discrete and binary form of PSO
in cloud environment for workflow scheduling. In DPSO
every particle parameter is used to calculate the fitness of the
particles. -e major steps involved in the particle are as
follows [8]:

(1) Initialize the data center and dimension of all par-
ticles where the best previous position of each and all
particles are Pbest and Gbest, respectively.

(2) -e objective fitness of all particle are calculated
between the node points considering the distance
and cost factor.

(3) Updating the position of each particle is done
depending on the number of generations.

(4) Updating position of all particles and new values are
assigned to Gbest.

(5) Position and velocity of every particle are calculated
and updated values that are assigned to corre-
sponding variables.

(6) -e velocity and position values of particles are
measured, which exceed the corresponding range.

(7) If the termination criteria are not met, the process
will be repeated from step 2. It depends on the
number of generations is taken for consideration or
if not achieved.

1.3. DQN. In deep Q network (DQN), RL plays a big role in
capturing the features of dynamic resource allocation
strategies in cloud environments. RL is used to integrate the
state with the corresponding action so that immediate de-
cisions can be triggered in a dynamic environment. -is
mapping function is framed to evaluate action value based
on the reward expected. So the primary focus is on the
process of resource scheduling with different parameters like
throughput, makespan, energy efficiency, and VM migra-
tion. -is process creates an abstracted layer between the
CSP and the client. -e primary interface of cloud does not
disclose the strategy used for VMmanagement and resource
orchestration. In the proposed methodology, RL is com-
bined with LSTM along with DQN. DQN is used to store
transition data generated in training so that it can make the
method more efficient due to the reusability of data. So,
DQN makes the sample data selected in more wide way,
which provides speed to the convergence and stability. In the
paper [9], the job scheduling model is used using double
DQN so that the overestimation can be reduced produced by
DQN.

-e above-mentioned strategies are used by different
researchers in various optimization techniques, which
motivates them to work in this area, where there is a lot of
scope of optimizing the energy efficiency in the cloud en-
vironment for big data, specifically the paper [10–12].

(i) -e amalgamation of different static and nature
inspired technique is used for reducing energy
consumption in cloud with conservative energy
reduction models.

(ii) -e RL based DQN and LSTM with DPSO is used in
this paper for addressing the energy efficiency issue
in cloud where LSTM helps to process the time
stamp data with larger size and gap. It helps DPSO in
handling such issues and making it more efficient
with DQN.

-e paper is organized in the following way as Section 2
describes the architecture of big data services in cloud en-
vironment. In Section 3, related work of different researchers
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is compared in table by considering technique used, pa-
rameter covered, goal, and simulating environment. In
Section 4, proposed model for resource scheduling of cloud
data center has been discussed, which includes LSTM, RL-
basedmodel, DQN structure, and DQN-DPSO algorithm. In
Section 5, implementation and results have been discussed
along with the comparison with di�erent strategies. ­e
Section 6 discusses the conclusion and future scope.

2. Architecture of Big Data Services in Cloud

­e integration of two major computing paradigm (cloud
and big data) can be a game-changer for all big players in
industrial computing.­e architecture of big data services in
the cloud is shown in Figure 1. Big data provides a user
ability platform for the distributed query processing for large
datasets, while in cloud, an engine for the data processing in
a distributed platform like Hadoop [13].­e architecture has
three major parts i.e., data sources, cloud integration with
big data platforms like Hadoop, data visualization, and
decision-making. Data sources are the combination of data
generation sources through cloud like real-time data
streaming sources, web sources, etc. ­ese sources work like
raw material for the big data cloud platform. ­e big data
platform started from the HDFS, which is a distributed �le
system and storage technology for Hadoop and used for
storing unstructured data received from random data
sources. ­en, there is creation of databases for the un-
structured data, which is an input for the distributed pro-
gramming model along with algorithms used for the
processing of large datasets. ­ese data are then available for
the query engine for �ltering, analysis, and report genera-
tion. Finally, data analysis is used for data visualization for
better understanding and decision-making. Di�erent tools,
API, and libraries are used to visualize extensive data
generated on the big data platform over the cloud. Cloud
computing provides not only the platform and resources for
massive big data processing but also a dedicated service
model for big data services and applications. ­ere are
speci�c big data services provided by all major cloud
computing players like IBM, Google, Microsoft, Cloudera,
and Salesforce. ­e major big data service on cloud plat-
forms includes availability, data imports, NoSQL, machine
learning, relational DBMS, MapReduce, and Hadoop.

In the paper [14], the author has state-of-the-art review
of the energy e�ciency strategy of big data in cloud envi-
ronment. ­e contribution of high-performance computing
(HPC) for big data analysis has been underlined with the
help of supercomputer, cluster, and grid computing. In the
paper [15], an energy e�ciency technique in the cloud data
center for big data has been proposed. Hadoop is the most
famous platform for big data in cloud environment. It is
highly available and known for services over a highly dis-
tributed environment for the high-speed data stream.

2.1. Challenge in Handling Big Data in Cloud Environment.
Handling such a big volume of data in a real-time envi-
ronment is itself a big challenge, and it gets multifold when

handled in a cloud environment. ­e cloud challenges are
also added with big data in this scenario. So the major
challenges increase, like scalability, which is generally
handled by cloud in every situation, but in this case, the
actual test of this basic property of cloud has started. ­e
volume of data in big data is too high that CSP can easily
reach on the threshold, so big data services provided by
cloud have to address this issue in particular. Di�erent
researchers [16–19] have projected many problems and
challenges for big data in cloud environment, which respect
to the energy e�ciency using traditional and nature-inspired
strategies. ­e major concerns include availability, security,
storage, heterogeneity, privacy, data quality, energy e�-
ciency, and data staging and scaling.

Storing and processing high volume data streams require
high availability, robustness, and scalability in the system. So
the cloud computing plays a signi�cant role to provide all
aforementioned services through virtualization for big data.
Cloud is capable to provide all network based services in all
its generic service models to big data in highly scalable
environment. So, due to high demand of big data services in
cloud environment, many cloud service providers are
providing big data as a dedicated service in their service
models. ­e major big data issues handled by cloud are
security, storage, data handling policy, heterogeneity, net-
work services, and disaster recovery policy.

3. Related Work

Energy e�ciency is a rich area of exploration and full of the
possibility of optimization in cloud environment for big data
services. Cloud datacenter is always in need of huge power
because of high consumption of resources, scalability, and
availability in a dynamic business environment. Every other
computing paradigm is an option for researchers in inte-
gration with cloud computing for optimization of energy
consumption in cloud datacenter. In the paper [20], an
e�cient energy-aware strategy for mobile edge computing
(MEC) is used for the prediction of o¨oads. LSTM is used
for the task prediction and connecting the MEC server. A
three-layer architecture is proposed for the data transmis-
sion, energy e�ciency of resource allocation, and commu-
nication. In the paper [21], an integration model of CNN-
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Figure 1: Architecture of big data services on cloud.
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LSTM is proposed for resource utilization. -e input data of
energy efficiency are analyzed by regression and residual
data are passed with CNN for analysis.-e feature extraction
of each VM is achieved after passing on the LSTM model.

-is paper claims to achieve the accuracy from 3.8% to
10.9% and the error in the implementation is reduced by 7%
to 8.5%. In Table 1, various energy-efficient strategies have
been discussed using different simulating environment.-ey
are satisfying different goals and covering many parameters.
If the major contributions are analyzed, it can be concluded
from Table 1 that most strategies are heuristic, optimization-
based, and multiobjective. -e focus of covering parameters
includes SLA violation, energy efficiency, makespan, and
task scheduling. Clousim, Python, and different public cloud
environment are used for simulation and performance
analysis for big data in cloud. In the paper [29], dynamic
PSO is used for resource allocation with higher efficiency.
-e energy-efficient DPSO (EEDPSO) is used to optimize
the energy utilization used in the resource allocation in
dynamic environment for big data applications. -e strategy
is implemented through Google workload trace to minimize
resource wastage and achieve better resource utilization. In
the paper [30], the two-stage multitype PSO (TMPSO) is
used for container consolidation in an energy-aware envi-
ronment.-emajor focus of the paper is on energy-efficient,
VM selection, and placement.-e strategy was implemented
on WS-dreams for validating a set of applications with
different resources requirement. In the paper [31], DPSO
and its variants (MOPSO, SBDMPSO, and APDPSO) are
used for the load balancing, and time taken in communi-
cation is based on number of task executed. -e CloudSim
and MATLab were used for this. In the paper [32], a swarm
optimization-based workload optimization (SOWO) strat-
egy is proposed to improve the efficiency and performance of
resources in cloud data centers. In the implementation part,
the performance of the strategy is compared with the
OpenStack scheduler and 50% less consumption of re-
sources is recorded. In terms of handling big data, including
cloud security, there are other researchers that show its
major impact on other applications related to medical,
satellite, and optical imaging field, IoT based cloud security,
decision support system, etc.

-e above methods and strategies have used the heuristic
methods for energy efficiency. PSO work in iterative manner
and it can process time series data, but if the time intervals are
long so it may not store the previous data.-is motivates us to
propose LSTM-DQN model for energy efficiency, including
reinforcement learning (DQN) with LSTM. In addition to this,
it addresses the more energy consumption, no memory to
store previous values, and not performing well for EE limi-
tationsmentioned in the Table 1.-ismodels plays vital role to
increase the efficiency using DPSO in cloud environment.

4. DQN-DPSO Model

-e PSO is most widely used nature inspired strategy for
different optimization technique. It follows very different
way of sharing information, unlike ACO, GA, PIO, EHO,
RCO, etc. -ese strategies do not have crossover and

mutation operator. PSO and its variation algorithms update
the operator values with the help of memory elements and
internal velocity, which makes it more advantageous. -e
inbuilt guidance strategy of PSO helps to find more accurate
and useful solution of its nearby solution and update itself
accordingly in every iteration.

So, in this section, energy-efficient solutions have been
provided to minimize the energy consumption by cloud data
centers in resource scheduling. -e proposed model will
cover the LSTM (long short-term memory) based model for
prediction and RL (reinforcement learning) based model.
-e major reason for using RL is because energy efficiency is
a sequential decision problem due to time varying energy
states. It entails precise model with temporal characteristic
between sequential decisions where supervised/unsuper-
vised learning strategies do not give predictable results
because of dynamic work state and high computational cost.
-e supervised/unsupervised learning methodology is used
in the problems where class type and underlying patterns are
predictable, while EE does not come under this category, so
the RL is used, in which learning agent works as a reward
and action system. -is plays a major role in the proposed
model to optimize the existing methods mentioned in the
result section (Algorithms 1 and 2).

4.1. LSTM-Based Model for Load Prediction. Resource
scheduling in cloud data center requires calculating load of
the node in the upcoming time slot. -e summation of the
load of every node can help to calculate the load of the data
center. LSTM is a combination of LSTM units and RNN
(recurring neural network). In RNN, hidden layers of the
network is connected to the hidden layers of RNN.-e most
important properties lie in RNN that it can learn time series
data efficiently. It has the ability to process the prior data
during learning in the existing hidden layer. So, it can easily
handle the dynamic nature of the time sequence. -is
property helps RNN to predict future directions using the
past data values. If the time intervals between data are large,
RNN cannot store the past data in an efficient way so to
overcome this issue, LSTM is combined with RNN.

-e proposed model is used to predict the load of the
resource node for which a fixed time slot is along with using
RNN. LSTM is used for load prediction when abnormal
characteristics of data are found. At the time t1 LSTM
prediction model is given as

st � Δ Xh it + Yhst−1 + dh( 􏼁,

ot � Δy Xyst + dy􏼐 􏼑.
(1)

In the above equation, it is input at time t, ot is an output
unit at time t, and the status of RNN is determined by st
(current status), while end time status is represented by ht−1
at input it. Xh is a weight from input to hidden layer,Yh is
weight of self-circulation, dh is used for representing devi-
ation, and Δh and Δy are the activation functions. -e time
sequence represents data of RNN and network output layer
data shows the prediction of time sequence in the next time
interval.
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4.2. RL-Based Model for Decision. Discrete particle swarm
optimization (DPSO) generic algorithm is used for opti-
mizing resource scheduling.-ere are P resource nodes with
R tasks to be assigned. -e distribution matrix and velocity
matrix is given below to minimize the energy consumption
while allocating the resource to the task, so the green
computing can be achieved in the cloud data center.

Ai � a11...a1p􏼐 􏼑 a1p,..............arq􏼐 􏼑,

Bi � b11,...........b1q􏼐 􏼑 b1p,..............brq􏼐 􏼑,
(2)

Pcost � (1 − α) 􏽘

p

i�1
· 􏽘

q

j�1
powijaij, (3)

b
k+1
ij � ωb

k
ij + c1 p

k
ij − a

k
ij􏼐 􏼑 + c2 p

k
ij − a

k
ij􏼐 􏼑. (4)

In equation (2), Aij represents that ith task is assigned to
jth server, and Aij ∈ {0, 1} and Bij have the probability lies
between 0 and 1 of the Aij position. -e particle speed bij the
sig(bij) is mapped with bij between 0 and 1. Equation (3) is
used to calculate the power consumed, which is in the focus
of optimization. powij shows that power require to ith task
executed on jth server. -e following fitness function

(equation (4)) is used for the positions of the particles.-e pij
is the optimal matrix of the position of the swarm where k
decides the number of iterations to be taken for positioning
with α (weight factor). Here, c1 and c2 are the factors used in
learning with ω.

DPSO has great ability for optimization of scheduling
the resources in cloud environment, but when the resource
and tasks are dynamic in nature, it will be very hard by
DPSO to handle because it takes a long time to execute. It
reduces the efficiency of the model of scheduling. So, RL is
used to learn from every iteration of scheduling and ac-
cumulate experience. Q-learning is used to learn from some
reward after some action on specific position. In each it-
eration, the reward value is updated and approached to-
wards maximization, which results the output state. A table
is used to record the rewards and actions on a specific state
known as state-action (in combination). So, this Qtable is
updated in each iteration using the following equation:

Q(s, a) � r + Υ(max(Q(ś, á))), (5)

where s is known as current state and a is the action, r is
reward (noted in Qtable), Υ is loss factor, ś is next state of
action, and á is action taken in next position. In new state,
LSTM is used for prediction and the task is used as input to

Table 1: Energy efficiency-related work in cloud environment.

Ref
no. Technique used Parameter covered Goal Simulating

environment Limitations

[22] ISCOLA-LSTM Energy consumption Energy efficiency Python 3.6
More energy

consumption in iterative
manner

[1] DRL and DQN Energy consumption,
utility, delay, and rewards Offloading scheme Cloudsim 3.0.3 No memory to store

previous values

[23] Cuckoo optimization SLAV, SLATAH, and PDM Load balancing and
energy management Cloudsim 3.0.3 Cannot handle discrete/

multiobjective problems

[24] Multiobjective optimization
and VM migration

Power consumption, SLAV,
watts per core, NPA, and

DVFS

Energy efficiency
and resource
allocation

Cloudsim 3.0.3 Less parameters are
considered

[4] Energy efficiency and temporal
load-aware resource allocation

Power consumption models
(linear, nonlinear,

multistate, DVFS) and VM
migration

Energy efficiency OpenStack Not performing well for
EE in high load

[25] LSTM, RNN, WORN-DEAR,
SVM, KNN, and L-NO-DEAF

Accuracy, residual energy,
energy consumption, packet

delivery ratio, and
throughput

Energy efficiency
and scheduling in
body-fog-cloud

Contiki-OS-cooja
simulator and IBM
watson/thingSpeak

Outperformed in real-
time requirement

[26]

KMGA strategy, meta-
heuristic, adaptive link rate,
virtual network embedding,
sleep mode, and green routing

Energy-QoS, make-span,
energy consumption, VM
migration, and overall SLA

Energy efficiency
and resource
management

CloudSim 3.0.3 More VM migration
with more make span

[27]

EA-VM consolidation, server
under load detection, VM

selection/placement,
maximum fit

QoS, energy consumption,
live migration, SLA

violation, and server load

VM consolidation
and energy
consumption

CloudSim 3.0.3 Load balancing with
high VM migration

[28]
Deadline partition strategy,
energy and cost model, and
task and resource selection

DVFS, execution time,
computation cost, SLA

violation, execution time,
and energy consumption

Energy-aware
scheduling, and

workflow
scheduling

CloudSim 3.0.3

Performance decreases/
more energy

consumption in more
VM migration
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RL-based decision model for nonlinear and distributed
relationship. So, Q value from Qtable is used to select initial
state of particles. Many other particles correspond to op-
timized solution in many other positions. -is position can
be formed by searching other particles. -e following figure
represents the stable structure of DQN (deep Q network). It
is divided into convolutional layer and fully connected later
to reach out to Qtable with updated Q value. -is Q value is
received on every iteration and maintained in Qtable so that
the optimized (max.) values can be achieved. -e Q value is
achieved by equation (6), where Q function is measured in
terms of status at time t and the action over it. So, it isQ(s, a),
where a can be specific policy at status s i.e., a� π(s) while if
there any change in the action, it will lead to the next state ś,
so the updated action function will be like á� π(ś) and so on.
And finally, Q value can be represented mathematically like

Q
π

st, at( 􏼁 � Eπ 􏽘

T

i�t

μi− t
G(t)|stat

⎡⎣ ⎤⎦. (6)

Here, G(t) shows the total rewards achieved on the given
time slot t and μ is the discount factor that lies between 0 and
1. μ� 0 shows the agents consider current rewards only,
while μ≤ 1 shows that the rewards are considered on later
time slots also. As per Bellman’s equation, the Q learning is
defined as

Q st, at( 􏼁 � Q st, at( 􏼁 + β G(t) + μmaxQ st+1, át+1( 􏼁 − Q st, at( 􏼁􏼂 􏼃,

(7)

where β is represented as learning rate. -e Qtable contains
all possible values generated by equation (7) but when the
state-action increases, the convergence of Qtable is like a
challenge. It generates new problem known as the curse of
dimensionality [33]. So here, DQN structure (Figure 2) is
used as a solution to this problem, where DQN is used as an
alternative for better estimation, in which Conv 1 and Conv
2 are the convolutions, and FC denotes the fully connected.

-e power consumption and CPU utilization can be
represented using a linear relationship equations (8) and (9),
in which Ƥ is used to calculate the total power consumed, Pi

is the total power used by server in idle position,Pb is the
used for the total power used in fully utilized position, and x
is the CPU utilization. As per the study, total power con-
sumption by idle servers are 60% more than the total power
consumption by the server on threshold utilization.

P(x) � Pi + Pb − Pi( 􏼁x, (8)

P(x) � Pi × Pb + 1 − Pi( 􏼁 × Pb × x, (9)

�E � 􏽚
∝

t
P(x(t))dt. (10)

-e total energy consumption can be calculated using
equation (10), which defines that the total energy is the
integration of power consumption with time (from starting
to till the CPU is in awake state).

In order to calculate the complexity of proposed model,
n is number of particles, d is the number of dimension, dn is

total number of complex multiplication for update the ve-
locity, and Nn is total number of complex additions, which
are required in every iteration in DPSO. So, the complexity
of the model is represented as dNn+ 4dn+ 4+ (N− 1)n,
where N is a size of block. -e DQN behavior is like en-
semble model for the evaluation of complexity, so the DQN-
DPSO is complexity, which is totally based on the number of
complex addition and multiplication per iteration and the
size of blocks into the consideration. With this complexity
RL agents deals with environment in discrete way and DPSO
is used to support RL, whereas supervised/unsupervised
learning cannot work in such scenario. RL have a capability
to learn from the feedback in previous iteration, which
makes it more efficient for energy efficiency problems.

5. Results and Discussion

In this paper, energy-efficient LSTM-RL based cloud
computing model is proposed. -e proposed model is
implemented and verified using ClodSim. So the RL model
of prediction is implemented with DPSO using CloudSim
stimulating environment. CloudSim provides features of
resource scheduling and management. -e large scale cloud
cluster can display and test on CloudSim using single ma-
chine and processing elements. -e simulating environment
parameter is given in Table 2 contains 50 VM’s. Every VM’s
has same configuration and MIPS speed (i.e., 2500 MIPS).

-e weight factor value (i.e., 0.5) is based on the capacity
of local and global search. In the entire process, the value of
inertia is decreased gradually with some constant difference
(0.05), which results slow down the particle velocity and
make it converge in an easier and linear way. -ere are
various impractical studies [34] available for optimal particle
size for gettingmost useful results, which is in the range of 10
to 30. So the particle size is 25 and α� 0.5 in the proposed
model of DPSO is used.

Based on the configuration stated in Table 2 the simu-
lation is performed with all parameters. A similar dataset is
used to train the prediction model using RL. Table 2 has all
parameter list used for simulating DPSO in cloud envi-
ronment using CloudSim. -e load aware resource alloca-
tion algorithm is used to compare the proposed model of
RL-based resource allocation algorithm in cloud computing
for big data. -e following couple of algorithms are used for
the proposed model, in which the DQN-DPSO is used to
improve energy utilization during the execution of big data
tasks in cloud environment. -e DQN improves the utili-
zation in each iteration, which can store the data for the
improvement in every cycle. Figures 3(a) and 3(b) represent
the total energy consumed using CloudSim for three dif-
ferent resource scheduling algorithm. In Figure 3, the x-axis
shows the size of requested tasks and the y axis shows the
power consumption for the task in execution. For obser-
vation, the size of the task is arranged in increasing order.
-e proposed algorithms are compared with traditional
DQN and load aware algorithms. -rough the above figure,
the performance of DQN-DPSO strategy can be easy ana-
lyzed. -e two set of task is implemented for better un-
derstanding, comparison, and visualization. In Figure 3(b),
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Figure 2: DQN structure with hidden layers.

DQN algorithm
(1) for (i� 1 to N)
(2) Memory initialization
(3) for (i� 1 to t)
(4) for (i� 1 :N)
(5) Prob. T and random action at
(6) Set at�Q(st, a, θ)
(7) Observe reward and state St+1
(8) Add (s1t , a1t , r1t , s1t+1)→Ei

(9) yi �
rj if st � n,
rj +minQ(s, a, θ) else.{

(10) Set θn� θ in every iteration
(11) End for
(12) End for
(13) ∀ Agent replay update
(14) End for
(15) End procedure

ALGORITHM 2: DQN algorithm for energy e�ciency.

DPSO algorithm
(1) t� 0
(2) for (i� 1 to N)
(3) G(Ptk)
(4) �E(Ptk)
(5) Pk(b) � Ptk
(6) G(b) � best particle found inPtk
(7) do{
(8) for (i� 1 to N)
(9) Vt+1k � c1Vtk + c2(Pb − Pc) + c3(Gb − Pc)
(10) Pt−1k � Ptk + Vt+1k
(11) If (Pt+1k ∼ Ptk)
(12) Pk(b) � Pt+1k
(13) If (Pt+1k ∼ Gb)
(14) Gb � Pt+1k
(15) t � t + 1
(16) } while (t< tmax)

ALGORITHM 1: DPSO algorithm for energy e�ciency.
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the task set and the number of algorithms have been in-
creased for better view of comparison and understanding. It
shows that as the number of tasks increases the DQN-DPSO
performs better in comparison to the DQN and load aware
algorithm in big data.

In Figure 3(a), energy consumption of DQN-DPSO is
shown (round-1) with the comparison with load aware, EA-
DQN, and DQN algorithms [35]. As the task size increases,
the power consumption also get increases (per task), but
DQN-DPSO has minimum average energy consumption per
unit task i.e., 0.3746 while load aware, EA-DQN, DQN, FFO-
EVMM (�re¬y optimization-energy aware virtual machine
migration), andMIMT (minimization of migration based on
Tesa) have 0.4072, 0.5690, 0.4325, 1.489, and 1.7238, re-
spectively. In the next cycle (round-2), number of tasks has
been increased to check the performance of the proposed
model (as shown in Figure 3(b). ­ese two rounds of
evaluation are considered for Case-1. ­e comparison of the
proposed model is also being made with the load aware
strategy and DQN. It has optimized performance as the
average energy consumption per unit time of DQN-DPSO is
0.4596 and Load- Aware strategy, DQN, FFO-EVMM, and
MIMT have 0.4739, 0.4850, 1.489, and 1.7238, respectively.

Big data applications have a great impact on the re-
sources due to high volume and unstructured content, so it is
necessary to store the previous data for the cleaning process.
So, DQN supports in this way and DPSO has more impact
on the energy-aware resource selection. DQN-DPSO makes
a unique integration to meet the big data requirements so
that the cloud resources may be used in such a way. ­is
method optimizes the energy e�ciency of strategies and is
able to allocate resources to e�cient processes. Every public
cloud environment is providing dedicated big data services
so this methodology may help them to optimize the energy
e�ciency so that it can deal with the hindrance of process
allocation and save energy in the entire mechanism.

Another comparative study has been done among the
proposed strategy and DQN, Worn-Dear [36], and L-No-
Deaf on the parameter of energy e�ciency with DQN-DPSO
proposedmodel. In Figure 4, it is shown that DQN-DPSO has
less energy consumption as compared to DQN, Worn-Dear,
L-No-Deaf, FFO-EVSM, and MIMT. ­ese strategies and
considered in literature survey for the comparison and
motivation for proposed model (Case-2). Similarly, in Case-3,
the completion of execution time as a parameter is also taken
for the proposed model, which is compared with di�erent
variations of PSO, DBC, and EDF (Figure 5) [37]. ­e DQN-
DPSO performs better than other compared strategies as the
time of completion increases when the number of tasks in-
creases because of big data applications speci�cally like EA-
PSO, MIMT, and FFO-EVMM. So the performance of the
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Figure 3: (a) Energy consumption of DQN-DPSO in cloud environment. (b) Energy consumption of DQN-DPSO in cloud environment.
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Figure 5: Comparison of proposed method with existing technique.

Table 2: Simulation parameter of DQN-DPSO in cloudSim.

DPSO algorithms Parameter values
Particle size 25
Weight factor α α� 0.5
Learning factor c1, c2 c1� c2� 2
Inertia factor ω ω� 1
Iteration capacity I� 1000

Table 3: Improvement recorded in EE (in %) proposed model with existing models in two rounds.

Algorithms Improvement (round 1) Improvement (round 2)
EA-DQN 34.16 28.27
Load aware 8.01 2.63
DQN 13.36 5.24
FFO-EVMM 49 34.72
MIMT 79.32 51.21

Table 4: Improvement recorded in EE (in %) proposed model with existing models using three cases.

Case-1 Case-2 Case-3
Algorithms Improvement Algorithms Improvement Algorithms Improvement
Load aware 2.63 Worn-DEAR 63 EA-PSO 71.78
DQN 5.24 L-No-DEAF 15.62 QoS-PSO 72.69
FFO-EVMM 41.61 DQN 55 DPSO 62.68
MIMT 65.26 FFO-EVMM 53 PSO 55.53

MIMT 61 DBC 52.53
EDF 4.42

FFO-EVMM 75.42
MIMT 76.39
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proposed strategy is performing better than other integrated
variants of PSO for big data cloud applications.

-e improvement is shown in Figures 3–5 can be
analyzed with the help of following Tables 3 and 4. -e
improvements are calculated with respect to the DQN-
DPSO strategy over other algorithms. -e proposed model
has value 41.21 and 74 for round-1 and round-2, re-
spectively, calculated in Case-1. In the next case (Case-2), a
significant improvement has been recorded as compared
to other proposed model i.e., 108 and in Case-3 the
completion time is 2810 per second. -e detailed im-
provement against all compared algorithms is shown in
Tables 3 and 4.

-e proposed model with PSO is extended with FIS for
not getting premature convergence and local minimums, so
that it may not lead to unexpected level of optimization but
in proposed system, PSO is getting more optimal value in
efficiency, which is not significantly increased in extended
strategy with called FISDPSO. -e improvement recorded is
not so significant so it is not discussed in the results section
but shown in the Tables 3 and 4. While two more strategy
FFO-EVSM and MIMT is also compared with proposed
model and it shows the significant improvement, i.e., 75.42%
and 76.39%.

6. Conclusion and Future Scope

As the green cloud is today’s computing requirement,
there is a need for an intelligent self-learning strategy used
with traditional optimization problems for big data in
cloud environment. -is paper focuses on the usage of
energy while executing the task in cloud perspective for
big data. -e efficient integration of intelligent strategies
(DQN and DPSO) gives the solution where less power is
required for resource allocation issues. CloudSim pro-
vides such features for simulation so that cluster systems
can run in a simulated environment and DQN strategy
can be integrated with DPSO.-e results can be compared
with traditional load aware algorithms for big data. -e
performance of DQN-DPSO is found more efficient for
two different set of task in execution. It shows that the
proposed model provides an energy-efficient solution to
the resource allocation problem in the green cloud en-
vironment. As the future strategy, more reinforcement
learning can be explored more for the development of
integrated strategies for energy efficiency for big data in
the cloud environment. -e traditional and streamlined
algorithms may not perform well as the challenges in big
data is increasing every day in terms of velocity and
volume, so there is a need of the integration of multiple
optimized algorithms to meet the challenges of present big
data applications in cloud data centers. -e energy effi-
ciency can be used in the industrial strategy of energy
optimization in cloud based industrial control system
(especially during scheduling and load balancing of re-
sources). -is helps the industrial cloud and private cloud
deployments to save energy in VM migration during
handling of big data (e.g., AWS, Eucalyptus, and
OpenNebula).

Data Availability

-e conclusion and comparison data of this article are in-
cluded within the article. For inquiries regarding raw data
and codes, please contact the first author (email: neer-
aj.pandey@dituniversity.edu.in).
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