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 e identi�cation of interface elements is the �rst step in mobile application automated testing and the key to smooth testing.
However, existing object detection algorithms have a low accuracy rate, and some tiny elements are missed in the recognition of
graphical user interface (GUI) elements. To address this limitation, this paper proposes the YOLOv5-MGC algorithm, a robot
vision-based interface element recognition algorithm for mobile applications.  e algorithm improves the network by using
K-means++ algorithm for target anchor box generation, applying the attention mechanism, adding a microscale detection layer,
and introducing the Ghost bottleneckmodule. e proposed approach enhances the recognition accuracy of the elements through
the target anchor box and attention mechanism. Moreover, it enhances the network’s ability to detect tiny elements, which
improves the shortcomings of the current target detection algorithm and is conducive to further promoting mobile application
robot testing and enhancing robot testing automation. Experimental results show that the YOLOv5-MGC algorithm is superior to
the YOLOv5 for object detection in the recognition of GUI elements, with the mean average precision (mAP_0.5) reaching 89.8%
and the recognition precision reaching 80.8%.

1. Introduction

In recent years, the demand for mobile applications has been
surging due to their portability and convenience, and
medical applications are also on the rise. To ensure the
quality of mobile applications and improve system reli-
ability, mobile application testing technology has become a
hot topic in the current research [1]. GUI provides the
medium for interaction between users and computers, of-
fering great convenience to users by transferring informa-
tion through graphics such as buttons, text boxes, and
windows [2].  erefore, GUI element identi�cation is a
critical issue in mobile application testing. With the rapid
development of Internet applications, especially in mobile
devices, the design and testing of GUI around various
businesses is becoming increasingly complex. Traditional
manual testing can no longer meet the needs of GUI testing
[3, 4]; hence, automated testing technology is necessary to
solve these problems.

Although many automatic testing frameworks and tools
are available at this stage [5–7], these testing tools require
investment in learning costs, high maintenance costs, and
harsh conditions of use, with strong restrictions on the
platform, device, and application under test. Robotic testing
is a new approach to mobile application automated testing.
It overcomes the ine¦ciency and high cost of traditional
manual testing, as well as the complexity and maintenance
di¦culties of general automated testing. Robot vision is an
important part of robotic automated testing. By using robot
vision, a GUI framework can be obtained, test scripts are
automatically generated, and the robotic arm is controlled to
perform the corresponding test actions, thereby laying the
foundation for subsequent robot testing. In comparison with
the testing method of acquiring a GUI framework for mobile
applications through scripts [8], the whole testing process
does not require manual writing of test scripts, and human
involvement is greatly reduced, which can e¨ectively im-
prove the automation degree of robotic testing.
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At present, in the process of using robot vision for GUI
element identification for mobile application, the common
identification techniques can be divided into two categories:
traditional computer vision-based methods and deep learning-
based methods. Traditional computer vision methods [9–11]
locate interface elements through image matching or Canny
algorithm, which are simple and fast, but difficult to extract
complex combined elements accurately and have a low de-
tection rate. Deep learning methods [12–14] mainly identify
GUI elements by training the object detection algorithm to
improve the detection accuracy. As a representative one-stage
object detection algorithm, YOLOv5 has been widely adopted
due to its speed and accuracy [15]. However, when the current
YOLOv5 algorithm identifies GUI elements with complex
backgrounds, it can lead to poor accuracy of GUI element
recognition, false detection of some tiny elements, missed
detection, and repeated detection [16].

To solve the above problems, this paper proposes a de-
tection algorithm, YOLOv5-MGC, based on the improved
YOLOv5 to recognize GUI elements from the perspective of
robot vision. First, the K-means++ algorithm is used to gen-
erate target anchor frames instead of the K-means algorithm,
making the recognition algorithm more applicable to the
mobile application interface dataset. Second, the Convolutional
Block Attention Module (CBAM) is applied to the YOLOv5
backbone network to improve the accuracy of the recognition
algorithm. In the detection stage, to enhance the recognition
success rate of tiny elements, a microscale detection layer is
added to the network structure. Finally, the Ghost bottleneck
(G-Bneck)module is introduced to build a lightweight network
to reduce the degradation of the algorithm’s detection speed
because of the increase in network structure. *e experimental
results show that our algorithm is feasible. *e main contri-
butions of our work are as follows:

(a) We propose a YOLOv5-MGC algorithm for GUI
element identification, which improves the accuracy
of element recognition and reduces the rate of
missing tiny elements in GUI.

(b) We apply robot vision to object detection in an
attempt to combine object detection technology with
automated robotic testing. *e proposed approach
serves the automated testing of mobile applications
and improves the automation degree of mobile
application tests.

2. Related Works

Our work in this paper and the proposed approach therein
are related to object detection-based recognition of interface
elements. In recent years, the object detection algorithm for
an optimal trade-off between precision and speed has been a
popular research topic. *e two-stage and one-stage de-
tectors havemade great contributions to the improvement of
efficient network and better methodology [17].

Zhang [12] proposed a new mobile application element
recognition algorithm based on computer vision and object
detection techniques. He used mainstream object detection
algorithms, Faster R–CNN and RetinaNet, for training and

validation. *e experimental results show that the object de-
tection algorithm can be applied to element recognition with
good robustness and accuracy. Gallery [18] used Faster R–CNN
to determine the type, size, and location of GUI elements by
automatically collecting a library of 11 types of element using
screenshots of the application interface. Faster R–CNN is a
target detection technology based on a two-stage anchor box. In
this method, a generator region proposal network (RPN) was
used to generate the proposals, and the anchor was introduced
to cope with the different sizes of objects, such that detection
accuracy and speed were significantly improved. In addition,
improved Faster R–CNN networks, Cascade R–CNN [19], and
Mask R–CNN [20] were proposed to improve the accuracy of
tiny target detection. *ese two-stage object detection algo-
rithms have high accuracy, but high time complexity. *us,
applying them to real-time detection systems is difficult.

To improve object detection accuracy, Redmon et al. [21]
developed the real-time detector YOLO in 2016, laying the
foundation of one-stage object detection. *e one-stage object
detection model generates high-quality target proposal regions
through a dedicated RPN. In comparison with the two-stage
object detection, it provides faster detection. At the same time,
the one-stage object detection algorithm has obvious advan-
tages for dense and overlapping GUI elements.

White et al. [14] used YOLOv2 to achieve fast identification
and localization of elements when performing GUI automated
testing tasks, which improved the detection accuracy of GUI
elements. Subsequently, Redmon and Farhadi [22] proposed
the YOLOv3 network to improve the weak generalization
ability and low detection accuracy. In 2020, Wu et al. [23]
proposed the YOLOv5 model based on YOLOv4, which has
become one of the best algorithms in terms of detection ac-
curacy and speed performance, and has been widely used in
various industrial scenarios [24, 25]. However when faced with
GUI elements, YOLOv5 recognition algorithm still has some
problems. Given the inter-class similarity between GUI ele-
ments, element recognition errors, and low recognition ac-
curacy will exist. Conversely, as GUI elements are generally
small and dense, YOLOv5 may miss detection when recog-
nizing these tiny elements. However, the recognition of GUI
elements is the first step of mobile application testing, and it is
the key to smooth testing. *e shortcomings of existing al-
gorithms will affect the quality of later mobile application
testing. *erefore, we need to improve the existing network to
raise the recognition accuracy of GUI elements.

Generally, the recognition of GUI elements plays a
pivotal role in automated robotic test modeling.*e result of
the recognition directly affects the generation of test scripts
and the subsequent test execution of the robotic arm. Hence,
this paper investigates how to use robot vision to identify
mobile application interface elements accurately and effi-
ciently in the context of the above research.

3. Revisiting the Problem of GUI
Element Recognition

3.1. Classification of Interface Elements. GUI element clas-
sification is a prerequisite for element identification. Cur-
rently, GUI interface design has changed from the text-based
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interface to the interface consisting of windows, icons,
menus, and toolbars [26]. *ese basic elements can con-
stitute different styles of GUI interfaces. To collect and label
GUI elements, we classify different GUI elements according
to the design semantics of mobile applications [27] as shown
in Table 1.

*is paper classifies GUI elements into the eight cate-
gories mentioned above. *e variety of elements is complex
and diverse. Moreover, there exist differences within cate-
gories and similarities between categories. *is complex and
unique feature brings challenges to GUI element
identification.

3.2. Problems of GUI Element Recognition. In real-time GUI
element recognition applications, the system needs to meet
several characteristics: acceptable element recognition ac-
curacy and fast response time. YOLOv5 has been widely
used in the industry for its fast recognition and high ac-
curacy, but two problems remain with the YOLOv5 algo-
rithm when it comes to mobile application interface
elements.

First, the recognition accuracy of GUI elements is not
high. As the style of GUI elements is not unified and many
similarities exist between classes, YOLOv5 may have poor
recognition accuracy and incorrect recognition when
recognizing GUI elements. Without a sufficient accuracy
guarantee, it will lead the subsequent robot automated test
to the wrong process and cannot meet the testing
requirements.

Second, some tiny elements are missing. As GUI ele-
ments are generally small and dense, YOLOv5 may miss the
detection of these tiny elements. For mobile application
robot automated testing, if an element is missed, it will not
be included in the subsequent test scripts. *us, the interface
element will not be clicked on by the robot at all.

*erefore, in this paper, the YOLOv5-MGC algorithm is
designed based on the improved YOLOv5 from the above
perspective.

4. Proposed Method

In this part, an improved YOLOv5 detection model based on
robot vision, YOLOv5-MGC algorithm, is proposed for GUI
element recognition. First, the K-means++ algorithm is used
to generate suitable target anchor frames according to the
mobile application interface dataset. Second, the attention
mechanism is applied to enhance the focus of the network,
and a microscale detection layer is added to identify tiny
elements that are easily missed. Finally, the G-Bneck module
is introduced to improve the recognition of GUI elements
without reducing the detection speed and accuracy. *e
structure of the YOLOv5-MGC network is shown in
Figure 1.

4.1. K-Means++ Clustering Algorithm. Faster R–CNN first
proposed the concept of the anchor box to detect multiple
objects in a grid unit [28]. *e YOLO algorithm takes this
idea and uses anchor boxes to match objects better. It uses
the K-means clustering algorithm to obtain the prior an-
chor box to predict each grid. Although the K-means al-
gorithm is simple and fast and the obtained anchor box
value matches better than the manual setting, there still
exist some drawbacks [29–31]. First, the number of
K-means clustering centers K needs to be given in advance;
however, in practice, the selection of K values is extremely
difficult. Second, the K-means algorithm needs to deter-
mine the initial clustering centers randomly. Different
initial clustering centers may lead to completely different
clustering results.

*e K-means++ algorithm can effectively solve the
randomness problem of the K-means algorithm. *e basic
principle of the K-means++ algorithm to choose the initial
clustering centers is that the initial clustering centers should
be as far away from each other as possible. *e idea of
selecting cluster centers is as follows: assume that n initial
cluster centers have been selected. *en, when selecting the
n + 1 cluster center point, the more distant the points from

Table 1: Categories and features of GUI elements.

Categories Features Example

Text Some descriptive text present in the interface

Image Rich and colourful, mostly used for people and landscape

Icon Single colour, simple, and clear patterns

Button With distinct bumps and a sharp border

Radio button Round icons with a clear blank circular hole in the center

Check box Blank rectangles or blank rectangles with checkmarks

Switch Rounded rectangles or rectangles with right angles, with shades of colour at the front and back

Others Other types of interface elements
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the current n cluster centers are, the higher the probability of
being selected will be.

*e K-means++ algorithm is broken down as follows:

(a) Select a central point in the dataset randomly.
(b) First, calculate the Euclidean square distance

D(x) between each sampling point and the cur-
rently existing central point. *en calculate the
probability of each sampling point P(x) selected
as the next cluster center. Finally, select the next
cluster central point according to the roulette
wheel method. *e probability formula is as
follows:

P(x) �
D(x)

2

􏽐x∈XD(x)
2. (1)

(c) Repeat step (b) until K clustering centers have been
selected.

(d) Calculate the distance from each sampling point in
the dataset to each of the K cluster centers and
classify it into the class corresponding to the cluster
center with the smallest distance.

(e) For each category, recalculate its cluster center.

(f ) Repeat Steps (d) and (e) until the position of the
clustering center no longer changes.

4.2. Attention Mechanism Network. CBAM is one of the
representative works on attention mechanisms published by
Woo et al. in 2018 [32]. *e main network architecture of
CBAM is relatively simple; one is the channel attention
module, and the other is the spatial attention module, both
of which are independent of each other. Combining the
channel attention mechanism and the spatial attention
mechanism for feature extraction not only saves parameters
and computational power but also ensures that it is plug-
and-play and easy to integrate. *e CBAMmodule is shown
in Figure 2.

To improve the accuracy of GUI element recognition
algorithm and prevent category recognition errors,
YOLOv5-MGC adds the CBAM attention mechanisms after
the Bottleneck CSP module on Layers 5 and 7 of the
YOLOv5 backbone network. By using the attention mech-
anism to increase the expressiveness of the network, the
important features of the interface elements are focused on
and unnecessary features are suppressed. *ese features can
improve the recognition accuracy of GUI elements and
make the recognition results more accurate, thereby
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Figure 1: YOLOv5-MGC network structure diagram. It consists of three main parts: backbone, neck, and head. *e red part represents the
microscale detection layer, the blue part is the attention mechanism, and the yellow part represents the modified Ghost Bottleneck module.
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accurately correlating test behaviors and enabling precise
guidance of test execution.

4.3. Microscale Detection Layer. YOLOv5 continues the
design idea of YOLOv3 by detecting through three scales,
downsampling the dimensionality of the input image by 8,
16, and 32. However, this study found that relying only on
the three scales for training when recognizing GUI elements,
some elements were still missed. Most of these elements are
small icons located at the top left corner of the interface for
the backward function or at the bottom.

*erefore, to address the phenomenon of missing small
targets in the process of GUI element recognition, this paper
designs smaller-scale feature maps for tiny targets. On the
basis of the YOLOv5 network structure, a tiny detection
layer is added by downsampling the input image by a factor
of 64. *is microscale layer generates a feature map with a
smaller sense field by extracting lower spatial features and
fusing them with deeper semantic features, making the
detection network structure more extensive and detailed. It
also facilitates the prediction of smaller-sized targets and
reduces the occurrence of missed detection.

4.4. G-Bneck Module. To improve the accuracy of GUI el-
ement recognition and reduce the miss detection rate of
elements, an attention module and a microscale detection
layer are added to the network, which will inevitably reduce
the training and target detection speed of the network. To
better serve the fully automated testing of mobile applica-
tions and support the real-time operation of deep con-
volutional models, using lightweight convolutional model
architecture is a good solution.

In this paper, we consider adding the G-Bneckmodule to
the backbone network of YOLOv5 to reduce the overall size
of the model without increasing the network parameters.
*is method allows the network to understand the redun-
dant information better and faster, thereby improving the
model accuracy. *e G-Bneck has two structures [33],
namely, the bottleneck with Stride� 1 and Stride� 2, as
shown in Figure 3. In particular, the first Ghost module in
Stride� 1 is used as an extension layer, increasing the
number of channels. *e ratio of the number of output
channels to the number of input channels is called the
extension ratio. *e second Ghost module reduces the
number of channels to match the shortcut path.*e shortcut
is then used to connect the inputs and outputs of the two
Ghost modules. *e second Ghost module in the G-Bneck

module does not use ReLU. *e other layers apply batch
normalization and the ReLU activation function after each
layer. *e case corresponding to Stride� 2 acts as down-
sampling in this model and implements fast paths for
connectivity [34]. A G-Bneck module is used to replace part
of the YOLOv5 network structure to speed up network
training while ensuring recognition accuracy.

5. Experimental Analysis and Results

To evaluate the effectiveness and accuracy of the YOLOv5-
MGC algorithm proposed in this paper on the task of GUI
element recognition, this section compares the YOLOv5-
MGC algorithm with the YOLOv5 algorithm for experi-
ments. *e experimental environment is built using the
Python language under the Windows operating system. *e
relevant algorithm is also programmed based on the Pytorch
framework.

5.1. Dataset Preparation. *e research is based on the
publicly available Rico dataset, which contains over 93,000
mobile application design data in 27 categories. Each ap-
plication screenshot in the dataset contains a JSON file of the
view hierarchy of application interface elements. However,
as the JSON files are not annotated uniformly, the Rico
dataset must be cleaned and filtered to ensure sufficiently
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rich and valid training samples for robot vision-based GUI
recognition.

*rough the analysis and statistics of the GUI element
categories, we classify the elements into eight categories:
Text, Image, Icon, Button, Radio Button, Check Box, Switch,
and Others. A total of 4,000 images are labeled and divided
into training, validation, and test sets in the ratio of 8 :1 :1.

5.2. Evaluation Indicators. Robotic visual recognition of
GUI elements is essentially a domain-specific object de-
tection task. Its common evaluation indicators include
precision, recall, F1-score, average precision (AP), and frame
per second (FPS). *e test results of the binary classification
model are represented in the data by the following four
categories: true positive (TP), false positive (FP), true
negative, and false negative (FN).

5.2.1. Precision. Precision rate refers to the percentage of
TPs in all samples where the model predicted positive. *e
calculation formula is as follows:

Precision �
TP

TP + FP
. (2)

5.2.2. Recall. Recall rate describes the success rate of pre-
diction for positive samples in the algorithmmodel, which is
the likelihood of a positive class being recalled.

Recall �
TP

TP + FN
. (3)

5.2.3. F1-Score. *e F1-score is the harmonic average of the
precision and recall rates and is generally inversely related to
each other. F1-score ranges from 0 to 1, with larger values
indicating better classification of the algorithm model.

F1 � 2
Precision × Recall
Precision + Recall

. (4)

5.2.4. AP. *e integral of the P–R curve is the area under the
P–R curve. *e P–R curve is a curve with recall as the
horizontal axis and precision as the vertical axis.

For a continuous P–R curve,

AP � 􏽚
1

0
PRdr. (5)

For a discrete P–R curve,

AP � 􏽘
n

k�1
P(k)Δr(k). (6)

5.2.5. FPS. FPS indicates the number of images that can be
processed by the algorithmmodel per second. It is often used
to evaluate the speed of the algorithm model.

6. Results and Discussion

*e experiments trained YOLOv5-MGC and YOLOv5
under the above dataset. For the YOLOv5 algorithm, we use
the idea of transfer learning and training under the officially
provided weight files. Conversely, the YOLOv5-MGC al-
gorithm changes the network structure and needs to be
trained from scratch. A total of 10,000 iterations are per-
formed throughout the training process, with a batch size of
16. *e learning rate is 0.01, the stochastic gradient descent
momentum value is 0.937, the weight decay is 0.0005, and
the rest of the settings are kept as default.

Table 2 shows the performance indicators of the mobile
application interface elements for both algorithms based on
the evaluation indicators defined above. *e data show that
the YOLOv5-MGC algorithm improves the AP by 0.006% in
the image category, 0.01% in the ico.con category, 0.03% in
the Radio Button category, and 0.071% in the Others cat-
egory compared with the YOLOv5 algorithm; whereas the
AP in the Button and Switch categories remained the same.
Overall, the YOLOv5-MGC algorithm proposed in this
paper improves the recognition precision, recall, and F1-
score in several categories, effectively demonstrating the
accuracy of the YOLOv5-MGC.

In the field of object detection, the more complex the
structure of the algorithm model is, the greater the weight of
the completed algorithm model after training will be. *is
condition results in a slower detection speed, which is not
conducive to engineering deployment and application. In
the YOLOv5-MGC algorithm model, a G-Bneck module is
introduced into the backbone network to mitigate the de-
tection speed degradation caused by the expansion of the
network structure. *e experimental data show that the
YOLOv5 algorithm model takes an average of 0.009 s to
detect an image, whereas the YOLOv5-MGC algorithm
model takes an average of 0.011 s. Table 3 shows a com-
parison of the FPS at recognition between the two algorithm
models.

As shown in Table 3, although the FPS of the YOLOv5-
MGC algorithm decreases somewhat compared with that of
the YOLOv5 algorithm, the detection speed of YOLOv5-
MGC can already meet the requirements of mobile appli-
cation robot testing for GUI element recognition.

After the above analysis, to see more intuitively the
difference in effectiveness between YOLOv5-MGC and
YOLOv5 when performing detection, Figure 4 shows the
comparison of the two algorithm models in GUI element
recognition.

Figure 4(a) shows that the recognition accuracy of using
YOLOv5-MGC for the Text, Image, and Button categories is
higher than that of using the YOLOv5 algorithm. In
Figure 4(b), the YOLOv5 algorithm is less effective in
predicting the bounding box for multiple images, and even
some of the bounding boxes overlap. Conversely, YOLOv5-
MGC is more accurate in predicting the bounding boxes.
Figure 4(c) shows multiple small images. *e YOLOv5 al-
gorithm incorrectly predicts the element located in the
upper-right part of the interface as the Icon category,
whereas the YOLOv5-MGC algorithm correctly predicts all
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of them as the Image category. In Figure 4(d), a line of text
located in the middle of the interface is missed using the
YOLOv5 algorithm.

*e above experimental data and detection results show
that the YOLOv5-MGC algorithm proposed in this paper
can effectively improve the recognition accuracy of GUI
elements and reduce the missed recognition rate of tiny
elements. It has good performance in GUI element recog-
nition, which provides some help for the subsequent re-
search on mobile application automated testing.

7. Conclusions and Future Works

We propose a robot vision-based algorithm for GUI element
recognition, namely, YOLOv5-MGC. *is approach is ap-
plied to automated mobile application test modeling to
improve the accuracy of robot vision recognition. On the
basis of YOLOv5, we initially replace the K-means algorithm
with K-means++ for target anchor box generation to en-
hance the feature extraction capability of the network model.
*en, the attention mechanism and microscale detection

Table 2: GUI elements recognition results.

Category
Algorithm

YOLOv5-MGC (%) YOLOv5 (%)
AP Precision Recall F1 AP Precision Recall F1

Text 91.8 86.5 89.4 87.93 92.9 84.5 89.4 86.88
Image 91.5 70.6 78.6 74.39 90.9 66.1 81.1 72.84
Icon 77.6 72.7 91.5 81.02 76.6 71.1 93 80.59
Button 94.5 88 94.5 91.13 94.5 84.7 97.2 90.52
Radio button 98.2 83.3 99.3 90.6 95.2 78.1 97.3 86.65
Check box 98.2 95.7 98.5 97.08 99.5 94.1 97.5 95.77
Switch 99.5 80.8 99.2 89.06 99.5 70.5 99.1 82.39
Others 88.3 69 60.9 64.7 81.2 48.6 63.6 55.1

Table 3: FPS comparison.

Algorithm YOLOv5 YOLOv5-MGC
FPS 111 91

YO
LO

v5
YO

LO
v5

-M
G

C

(a) (b) (c) (d)

Figure 4: Comparison of YOLOv5 and YOLOv5-MGC detection results.
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layer are added to the backbone network to improve the
element recognition accuracy and reduce the miss detection
rate of elements. Finally, the G-Bneck is introduced into the
network to reduce the training and detection speed due to
the increase of network modules, achieving the effect of
accelerating network training while ensuring recognition
accuracy.

In the experiment, the convolutional network model
YOLOv5 is used for training and testing. According to the
comparison of detection performance, the YOLOv5-MGC
network based on transfer learning proposed in this paper
performs better in terms of recognition accuracy and pre-
cision. *e mean AP (0.5) can reach 89.8%, and the rec-
ognition precision can reach 80.8%.

*e method proposed in this paper still has some lim-
itations. First, due to the continuous development and
updating of GUI, some of the GUI styles in the RICO dataset
used in this paper are already outdated and cannot meet the
current training data required. Second, in this paper, the
recognition categories are divided into eight categories,
among which the others category contains many categories
and is more complicated to recognize. Although the algo-
rithm proposed in this paper has been greatly improved for
the recognition of the others category, there still exists
considerable room for improvement. *us, we will continue
to mine the GUI element classification and consider
implementing unsupervised learning for GUI elements to
address these limitations in future work.
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