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A massive amount of video data is stored in the real-time road monitoring system, especially in high-speed scenes. Traditional
methods of video key frame extraction have the problems of large computation and long-time consumption.�us, it is imperative
to decrease the massive video data generated by monitoring and help researchers to study key frames. Aiming at the above
problems, we propose an e�cient key frame extraction method based on multiview fusion, where the autoencoder is used to
compress the video data. Speci�cally, all the video frames of the video data are subjected to feature dimensionality reduction, and
the features after dimensionality reduction are subjected to multiview fusion. Finally, dynamic programming and clustering are
used to extract key frames. �e experimental results show that the proposed method has lower computational complexity in
extracting key frames, while the mutual information in the extracted key frames is large. It illustrates the reliability and e�ciency
of the proposed method, which provides technical support for subsequent video research.

1. Introduction

With the development of the economy and the urgent needs
of public travel, intelligent road and tra�c monitoring
devices have been increasingly adopted, including speed
dome cameras, bayonet cameras, box cameras, and �sheye
lenses. Also, the resolution and �delity of videos have re-
cently made signi�cant progress (such as 4k, 8k, and 1
million pixels [1], high dynamic range [2], and bit depth [3]).
Accordingly, a massive amount of video data is collected
from those various video acquisition devices, which has been
a huge burden on the transmission and storage of video data.
For large-scale video data, it is impossible to save all video
frames in the storage system, which will cause huge memory
consumption.�erefore, it is necessary to extract key frames
of video data, which can represent the scene content [4].

In the transportation industry, real-time video surveil-
lance and large-scale video segment processing have brought
huge challenges to key frame extraction. In terms of time
constraints, for monitoring purposes, we need real-time
processing speed to meet the frame rate of video cameras
from 24 to 30 frames per second (FPS) [5]. In terms of

resource constraints, �rstly, key frame extraction requires a
lot of computing resources, particularly when each frame
needs to be processed. Secondly, the continuous transmis-
sion of video streams adds a huge burden to network tra�c
and requires high network bandwidth.

In order to quickly access useful video information from a
large amount of video data, the key frame extraction tech-
nology has been proposed. In recent years, the research on key
frame extraction has made some achievements. Nasrollahi
et al. [6] introduced four indicators such as symmetry,
sharpness, contrast, and brightness to evaluate the image
quality used for key frame selection. Anantharajah et al. [7]
applied a similar metrics-based quality assessment system to
face clustering in news videos. However, all of the above work
requires prede�ned empirical weights to be associated with
di�erent quality measures in order to form the �nal quality
score. However, �xed weights are di�cult to adapt to di�erent
videos in di�erent scenes. Luo et al. [8] used moving object
detection and image similarity to extract key frames from
surveillance video, but the calculation speed is slow due to the
extraction of key frames for global features, which is not
conducive to large-scale surveillance data. Hyesung et al. [9]
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proposed a deep learning semantic-based scene-segmentation
model that considers image captioning to segment a video
into scenes semantically, but this method does not apply
to high-speed scenes. Carta Salvatore et al. [10] proposed
VSTAR (Visual Semantic ,umbnails and tAgs Revital-
ization), a novel approach in video optimization that
exploited image captioning to simultaneously suggest tags
and thumbnails.

In recent years, deep learning [11, 12] has shown great
advances in image recognition, face recognition, and
other related fields [13]. In addition, deep learning has
also achieved great success in the field of video images.
More and more researchers tend to use deep learning
methods [14].

In order to solve the problems of the existing methods,
we propose a global key frame extraction method based on
an autoencoder. Firstly, we use part of the video frame data
to train the network model. ,en, we use the trained model
to reduce the dimension of all the video frames and perform
multiview fusion for low-dimensional features [15]. Finally,
we use the fused features to extract key frames.

,e main contributions of the paper are as follows:

(i) By combining information from multiple views, we
can extract key frames more accurately

(ii) Feature extraction is performed on multiple video
frames simultaneously, thereby significantly re-
ducing redundant information of video frames

(iii) We propose a new loss function to ensure the
consistency of image data before and after dimen-
sionality reduction

(iv) We use low-dimensional features for key frame
extraction, which will improve the speed of key
frame extraction

The rest of this article is organized as follows. ,e
second part introduces the content of the autoencoder.
,e third part introduces the multiview feature dimension
reduction model of the video stream. ,e fourth part
introduces multiview fusion key frame extraction and
gives experimental results. ,e fifth part is the conclusion
of this article.

2. Reviews of the Autoencoder

In 1986, Rumelhart proposed the concept of autoencoder and
applied it to high-dimensional complex data processing, thus
promoting the development of neural networks [16].
Autoencoder is a feedforward noncyclic neural network, an
unsupervised neural network model, which can learn the
hidden features of the input data. It has a good ability to
extract data features and is also an important part of a deep
trust network. It has a wide range of applications in the fields
of image reconstruction, clustering, and machine translation.
,e autoencoder is applied to video key frame extraction, and
the implicit features are learned by dimensionality reduction
of video data features. Finally, the hidden features of the video
are used for key frame extraction.

2.1. Network Structure. ,e basic structure of the autoen-
coder is shown in Figure 1, including encoding and
decoding.

,e autoencoder encodes the input x to obtain new
features and expects that the original input can be recon-
structed from the new features. ,e encoding process is as
shown under the formula as follows:

y � f(Wx + b). (1)

It can be seen that, just like the structure of a neural
network, its coding is a linear combination, followed by a
nonlinear activation function. If there is no nonlinear
packaging, there is no difference between the autoencoder
and ordinary PCA. After encoding the data, use the new
feature y to reconstruct the input x, that is, the decoding
process; the decoding process formula is as follows:

x′ � f W′y + b′( 􏼁. (2)

In order to make the reconstructed x′ and the input x as
consistent as possible, a variety of loss functions can be used
to iteratively train the network model.

2.2. Network Training Process. Similar to the deep feedfor-
ward network, the training process of the autoencoder
network mainly consists of parameter initialization, forward
propagation calculation, and error backward-propagation
updating weight. ,e specific training process is shown in
Figure 2.

3. Video Stream Multiview Feature
Dimensionality Reduction Model

3.1. Data Acquisition and Preprocessing. Real-time video
stream data were obtained by a bayonet camera of an op-
erational highway in Sichuan Province. ,e total length of
the obtained video stream is 4minutes, and the video data
are decomposed into video frames with a total of 6000 video
frames. After obtaining the video frame data required by the
training network model, due to the format of the data,
further processing of the data is needed, so that the data can
be used as the training set of deep neural network to train the
network model. ,e specific processing process is as follows.

In the first step, we use the ViBe algorithm fusing the
interframe difference method to divide the original video
into 10 segments containing the moving object and select
300 video frames from each segment as training data.

,e second step is to convert the video frame into RGB
three-channel data on the computing plane. ,e RGB three-
channel data can be directly expressed as three matrices.
,erefore, we can easily sample fixed-size data on the cal-
culation plane.

,e third step is to normalize the RGB three-channel
data of the key frame. ,e data normalization method we
used was z-score-sigmoid normalization [17], which first
performed z-score normalization of the data and then signed
normalization.
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Figure 1: Encoding and decoding of autoencoder.
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Figure 2: Overall �ow chart of network training.
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X �
1

1 + e
− (x− μ/σ)

. (3)

In the last step, the normalized data of R, G, and B
channels obtained above are converted into the data format
required by the training network model.

3.2.NetworkModelDesign. After the preprocessing part, the
autoencoder network model used includes encoding and
decoding. ,e encoder network model in the autoencoder
includes one input layer, six convolution layers, and two full
connection layers. ,e convolutional layer is shown in
Figure 3. From Conv1 to Conv6, the number of feature
graphs is 8, 16, 32, 64, 128, and 128, respectively. All these
convolution layers use 3× 3 convolution kernel. ,e output
of the last convolutional layer is input to the fully connected
layer, and an output of 2560 is obtained.,e output after the
fully connected layer is a 1024 vector. ,e decoder network
model part in the autoencoder consists of a fully connected
layer, a reshape layer, and six deconvolution layers. ,e
number of neurons in the fully connected layer is 1280. ,e
size of the six deconvolution layers is 5, 4, and 128 as shown
in Figure 3. ,e number of characteristic diagrams from
DeConv1 to DeConv6 is 128, 64, 32, 16, 8, and 2, respec-
tively. ,e activation function used in the convolution layer
and the deconvolution layer is the linear rectifying function
(ReLU) [18].,e overall network model diagram is shown in
Figure 3.

A specific loss function is set for the network model,
and then the optimal network model is obtained by iter-
ative training according to the loss function. In the process
of training, the network model needs to be iterated re-
peatedly to continuously reduce the difference between the
prediction and the real results.,e loss function needs to be
used. ,e average absolute error loss function is taken as
part of the loss function of the network model. MAE is
defined as the following formula, where y represents the
true result and h represents the predicted output of the
network model:

MAE(X, h) �
1
m

􏽘

m

i�1
h xi( 􏼁 − yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (4)

,e loss function used in this paper is the mixed loss
function, and the specific form is shown in the following
formula:

lossnet � βlossMAE +(1 − β)lossgradient, (5)

where β is determined randomly and the value of β is ad-
justed according to the result of reconstruction (0≤ β≤ 1).
lossgradient refers to the addition of gradient information
between each line of video frame data. Its purpose is to
ensure physical consistency between data after dimension-
ality reduction and data before dimensionality reduction, so
that the restored data are consistent with the gradient of the
original data. Formula (6) expresses that each point is de-
termined by the difference between its upper, lower, left, and

right four points, where xij represents the variable after
reconstruction from the encoder. ,e calculation of
lossgradient is shown in formula (7).

H(X) �
1
4

xi,j− 1 − xi,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + xi− 1,j − xi,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + xi+1,j − xi,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + xi,j+1 − xi,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼔 􏼕, (6)

lossgradient �
1

NM
􏽘

N− 1

N− 1
􏽘

M− 1

j�0
H xij􏼐 􏼑. (7)

,e optimization algorithm for network training selects
Adam [19] algorithm, where the step size is set to 0.001, the
parameter β1 is set to 0.9, β2 is set to 0.99, and the initial
value of the learning rate is set to 0.001; the number of batch
samples is set to 128, that is, each input 128 time steps of
video data for training; the maximum number of iterations
for training is set to 5000.

Train the network model according to the acquired
training data and the corresponding training strategy.
,e training process of the network is described as
follows.

,e first step is to input the training data into the
autoencoder network model and initialize the network
model parameters.

,e second step is to perform the forward calculation of
the network model, calculate the initial loss function of the
network model, and use the optimization algorithm to
optimize the network model parameters.

,e third step is to use the backpropagation algorithm to
optimize the network model and adjust the network model
parameters.

,e fourth step is to repeat the above second and third
steps and iteratively train until the loss function stabilizes or
is less than the specified threshold.

4. MultiView Fusion Key Frame Extraction

We use the low-dimensional features encoded by the con-
volutional autoencoder for video key frame extraction. ,e
specific implementation process is shown in Figure 4. Firstly,
the video frame is feature reduced, and then the features
after the dimensionality reduction are used for key frame
extraction. ,e dynamic programming method and the
clustering method to are used extract the video key frames,
respectively.

4.1. Video Frame Reconstruction. In order to compare the
effect of the mean absolute error (MAE) and the mixed loss
function training network model, the network model with
two loss functions both attaining theminimumwas obtained
by training. Data of three key frames are selected for
comparison of loss functions, as shown in Figure 5.

By comparing the results before and after reconstruction,
it can be obtained that the network model using the mixed
loss function has the best recovery effect on the video frame.
Compared with the average absolute error loss function, the
mixed loss function reduces the noise of the reconstruction
result and can be better.,e restored video frame is closer to
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the original video frame. �erefore, the network model
trained with the mixed loss function has a better recon-
struction e�ect on the data. For feature dimensionality re-
duction, the hybrid loss function proposed in this paper is
used.

�ree key frames of data to refactor the test network
model are white car data (44–49 frames), red truck data
(928–933 frames), and multiple vehicle data (2937–2942
frames). We perform feature dimension reduction on the
selected video frame data, reduce high-dimensional features
of low-dimensional features, and �nally use low-dimen-
sional features to reconstruct video frames. �e results of
comparing the video frame data before and after recon-
struction are shown in Figure 6.

Comparing the results before and after reconstruction, it
can be seen that the network model we proposed can well
extract the features of di�erent scenes, and the low-di-
mensional features after dimensionality reduction can be
well reconstructed back to the original high-dimensional
features.

We reconstructed the video frames of single cars, trucks,
and multiple vehicles. It can be seen from Figure 6 that the
autoencoder network model can reconstruct high-dimen-
sional features using low-dimensional features, and the
network model has good generalization performance, so the
low-dimensional features after dimensionality reduction are
used for key frame extraction.

4.2. Multiview Fusion Key Frame Extraction. �e key frame
extraction of multiview fusion proposed in this paper is
characterized by using the three channels of image data R, G,
and B for feature reduction and then performing a multiview
fusion of the data of the three channels after the dimensions.
�e fusion method adopted is that the three channels are
directly spliced, and �nally the key frames are extracted
using dynamic programming and clustering methods,
respectively.

�e dynamic programming algorithm, the clustering
algorithm, and our method are implemented in Python. All
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methods are run on the same desktop computer, which has
an Intel (R) Xeon (R) Gold 6144 CPU@ 3.50GHz and 64GB
of memory.

The concept of dynamic programming is used to
extract video key frames. �e speci�c step is to discover
the shortest path of the sum of distances from the �rst
video frame to the last video frame from multiple time
steps. When the sum of distances is the slightest, it means
that the preserved videos are all videos of key frames. In
the process of key frame extraction by dynamic pro-
gramming, there are many di�erent distance functions to
choose from. �e distance functions we used include
Mutual Information (MI), Euclidean Distance (ED), and
Mahalanobis Distance (MD).

In order to verify the e�ectiveness of the algorithm, the
video frames without feature dimensionality reduction and
feature dimensionality reduction are used, and the key
frames are extracted by dynamic programming method and
clustering method to verify the e�ectiveness of the algo-
rithm. In the key frame extraction experiment, 10 key
frame data are extracted from 4-minute video data. �e
comparison between the video data for feature dimen-
sionality reduction and the original video data is shown in
Table 1.

After processing the video data through the above
process, the storage space of the video data is reduced by
71.43%, the video frame after dimensionality reduction is
reduced by 98.13%, and the key frame extraction using the
dimensionality reduced data reduces the required com-
puting resources and time consumed.

MI indicates that the distance function used for dynamic
programming is mutual information, ED indicates that the

distance function used is Euclidean distance, MD indicates
that the distance function used is Mahalanobis distance, and
AE+MI indicates Auto Encode plus MI, K-medoids clus-
tering method, and AE+K-medoids. Compared with the
method of combining AE and dynamic programming for
feature extraction and direct dynamic programming, the
method that uses AE consumes less time for key frame
extraction, and the total mutual information is greater (the
total mutual information is obtained by calculating the sum
of the mutual information between adjacent time steps of all
extraction results.) �e larger the mutual information, the
smaller the correlation between key frames and the more
accurate the extraction result.

�e results in Table 2 show that the method that uses AE
is compared with the method that does not use AE. �e
method that uses AE has greater total mutual information
and takes less time to extract key frames, and the extracted
key frames are evenly distributed. �erefore, the result of
using the self-encoding method for key frame extraction is
more accurate and more representative. According to the
results of Figure 7, using the dynamic programming method
will extract a partially repeated background image, which is
not representative, while the method using the encoder and
dynamic programming can solve the above problems well.
�e di�erence between each video frame extracted by
AE+MI is large, which can better replace the change of the
whole video.

As shown in Table 2 and Figure 8, the total mutual
information of AE+K-medoids is larger than that of
K-medoids only, demonstrating that the method using
AE+K-medoids can select more representative results from
multiple key frames and consumes less time.

2941

932

48

Original frame LOSSnet LOSSMAE

Figure 5: Comparison of lossMAE loss function and hybrid loss function lossnet.

6 Mobile Information Systems



�e above empirical results demonstrate that the
method of self-encoder plus dynamic programming based
on mutual information and self-encoder plus clustering has
a better e�ect on key frame lifting than other methods. �e
extracted key frames can represent the changes in video

features, and the extracted key frames are evenly distrib-
uted. Compared with direct key frame extraction, the
method proposed in this paper improves the accuracy of
key frame results to a certain extent and reduces the time of
key frame extraction.

Reconstructed
frame

Reconstructed
frame

Original
frame

Original
frame
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frame

Original
frame

44 45 46 47 48 49
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Figure 6: Comparison picture of vehicle reconstruction before and after di�erent video frames.
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5. Conclusion

We propose a key frame extraction method for video stream
with multiview fusion. Firstly, video frames are used to train
the autoencoder network model. Secondly, the network
model is used to reduce the feature dimension of video
frames, converting high-dimensional features into low-di-
mensional features, and then the multiple views after

dimensionality reduction are fused. Finally, dynamic pro-
gramming and clustering are used to extract key frames from
the features of focused multiviews. �e advantage of the
above process for video key frame extraction lies in the
dimensionality reduction of video data by using an
autoencoder, which reduces a lot of computing time and
resource consumption. Compared with the existing
methods, the method proposed in this paper can extract the

Table 2: Comparison table of total mutual information and running time of key frame video.

Data MI AE+MI ED AE+ED MD AE+MD K-medoids AE+K-medoids
Total-MI 2.966 10.289 2.493 7.004 2.718 7.912 2.3082 10.340
Time (s) 102.9 10.02 103.7 11.52 104.6 11.22 100.43 10.13

Table 1: Comparison table before and after dimensionality reduction of video data features.

Data Number of original
video frames

Storage space
required (GB)

Key frame extraction
input data

Storage reduces
redundancy (%)

Input reduces
redundancy (%)

Original data 6000 1.75 6000× 320× 256 71.43 98.13Processed data 3000 0.5 3000× 3×1024

AE+MD

MD

AE+ED

ED

AE+MI

MI

Figure 7: Dynamic programming key frame extraction results.

AE+
K-medoids

K-medoids

Figure 8: Clustering key frame extraction results.
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video data key frames more accurately, which is of great help
to solve the key frame extraction of large-scale video data.
However, the proposed method still requires the input video
frame to be compressed or expanded to a specified size.
,us, future works will explore a simpler and faster network
model for key frame extraction without limiting the size of
video frames.
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