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Ancient Buddhist architecture plays an important role in the development of Chinese architectural culture. Under the background
of multiculturalism, the ancient Buddhist architectural style has also been in�uenced to varying degrees. In order to realize
automatic classi�cation of ancient Buddhist architecture under multi-cultural background, this paper proposes an automatic
classi�cation algorithm based on local feature learning. Firstly, the ancient Buddhist architecture images are gridded, so that the
backbone network can obtain relatively �at ancient Buddhist architecture image blocks. At the same time, the backbone network
can learnmore local details.�en, the grid reconstructionmodule is designed to strengthen the connection between the features of
each block and highlight the distinguishing detail features. �e accuracy of ancient Buddhist architecture classi�cation can be
e�ectively improved through image meshing and mesh reconstruction. Experiment and analysis are carried out by using the
dataset of ancient Buddhist architecture images on the Internet. Experimental results show that the proposed algorithm has better
recognition accuracy and robustness than other comparison algorithms.

1. Introduction

Buddhism, as a foreign culture, originated from India and
�ourished in the Han and Tang dynasties of China. In the
course of the development of Chinese history, Buddhism
was closely combined with Confucianism, Taoism, and other
diversi�ed cultures and gradually formed the Buddhist
culture with Chinese characteristics [1]. At the same time,
the ancient Buddhist architecture also continuously per-
meates and in�uences the whole Chinese society and tra-
ditional culture. �erefore, ancient Buddhist architecture is
an indispensable part of the study of China’s traditional
architectural style and culture [2]. On the material level,
ancient Buddhist architecture is the material carrier of
Buddhist culture. From the dominant level, ancient Bud-
dhist architecture is the architectural expression of Buddhist
culture. �e change of ancient Buddhist architecture un-
doubtedly re�ects the relationship between Buddhism and
Chinese traditional culture, that is, the process from con-
frontation and con�ict to gradual integration. In terms of
culture, Buddhist architecture plays an important role in the

development of Chinese architectural culture. At the same
time, Buddhist culture and architecture also have an im-
portant impact on people’s lives [3]. Nowadays, with the
rapid development of social economy and culture, all kinds
of traditional culture have been greatly impacted. Compared
with ancient Chinese temples, modern temples are di�cult
to match in both quantity and architectural art. �erefore,
the study of the style of ancient Buddhist architecture can
complement and perfect the content of ancient Buddhist
architecture system more comprehensively.

With the increasing frequency of religion, Confucianism
and Taoism, the phenomenon of multi-culture arises at the
historic moment [4]. Multiculturalism is a compound word
that consists of “pluralism” and “culture.” Pluralism is
di�erent from diversity. Diversity usually describes di�erent
states or forms of existence of things. Pluralism mainly
re�ects the di�erences in the nature of things. Culture is one
of the most frequently used concepts in many subjects. From
a philosophical point of view, the essence of culture is
“humanization.” Man changes nature according to his own
needs and makes it suitable for human survival and
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development. It has traces of human existence and de-
velopment, human nature, history, and subjectivity. 'e
heterogeneity of the value orientation of cultural subjects
often makes different cultures different. However, different
cultures are not completely mutually exclusive, and there
are some commonalities between them. In dealing with
different cultures, we should adopt a dialectical and unified
attitude and seek common ground on the premise of
recognizing different cultural differences, so as to achieve
harmony and difference. Different forms of culture have
different values, and different cultures are not simply
against each other.'ey are interrelated and influence each
other to meet the cultural needs of different groups. It is of
great significance to study the style of ancient Buddhist
architecture under the multi-cultural background. How to
identify the style of ancient Buddhist architecture through
image classification will be the main content of this paper.

Image classification refers to the classification of im-
ages into a certain category according to the information in
the image. 'erefore, the extraction of image feature in-
formation is an important research content of image
classification. Traditional image classification mainly uses
machine learning to extract features. With the continuous
development of deep learning, various deep learning al-
gorithms are gradually applied to image classification. In
2012, AlexNet neural network [5] surpassed traditional
methods in image classification effect. After AlexNet, a
series of improved convolutional neural network (CNN)
models [6] emerged to continuously improve the classi-
fication accuracy. However, there are some defects in
CNN’s model [7]. Firstly, the pooling layer of CNN will
lead to the loss of a large number of valuable feature in-
formation, thus affecting the classification accuracy. Sec-
ondly, CNN is insensitive to location information, which
leads to its weak ability to recognize spatial relations be-
tween objects. 'e capsule network [8] proposed subse-
quently can better deal with the above problems. 'e
capsule network abandons the pooling layer of CNN and
retains a large amount of picture information, which
makes the capsule network useless training data to achieve
the ideal effect. In addition, the capsule network is a partial
prediction of the whole. In the prediction process, it can
better retain the attitude of features, such as location, size,
direction, and other information. 'is enables the capsule
network not only to carry out more accurate classification
but also to effectively identify the image after a series of
spatial transformation such as affine transformation.
However, due to the high cost of computation and memory
load, the capsule network has a relatively shallow structure
and is mainly suitable for simple datasets, but does not
perform well in processing complex data.

In recent years, it has been found that comprehensive
use of features at different levels extracted from depth
models can improve the classification effect compared with
only using the features at the highest level. CNN is used in
literature [9] to extract template features and apply them to
classification tasks. 'is method splices the features
extracted from the last pooling layer and the full con-
nection layer in CNN as the final feature representation.

Compared with some representative methods, it has a
higher classification accuracy. An idea of cross-layer
connection on the basis of traditional CNN was introduced
in literature [10]. It directly connects the features of the
second pooling layer in CNN with the full connection layer
across the hidden layer in the middle of the model and
finally uses this feature to predict the sample category. 'is
method can effectively combine high-level features and
low-level features, and achieve higher accuracy than tra-
ditional CNN in classification tasks. Literature [11] pro-
posed a recognition method based on cross-connected
LeNet-5 network to solve the problem of low recognition
rate of LeNet-5.'is method can fuse the low-level features
and high-level features extracted by neural network and
improve the recognition rate. Recently, some studies have
shown that the combination of prototype learning and
deep learning can extract the discriminant features with
small differences within classes and large differences be-
tween classes. Literature [12] combines prototype learning
with CNN and proposes convolutional prototype learning.
'is model can significantly reduce the intra-class differ-
ences of features extracted by CNN and improve the ro-
bustness of CNN. A prototype integration method based
on prototype learning was proposed in literature [13]. 'is
method can not only narrow the intra-class differences of
depth features but also enlarge the inter-class differences,
thus improving the robustness of the detection of new
categories in incremental learning. Literature [14] pro-
posed a deep coding and classification model in the case of
modal loss. 'is model makes full use of the idea of
complete information coding and prototype classification
to improve the performance of multi-modal data classi-
fication in the case of modal loss. It can be seen that
prototype learning and deep learning are combined for
classification tasks, and features of different levels extracted
from the deep model are comprehensively utilized in the
classification stage. It not only obtains and discriminates
features but also further improves classification accuracy.

However, the above classification methods have some
limitations in local feature extraction ability, comprehensive
utilization degree of local features, amount of calculation,
and final accuracy. In this paper, a learning model for grid
reconstruction is established based on differential theory to
extract fine-grained local features. 'is algorithm is applied
to the classification and recognition of ancient Buddhist
architectural styles. 'e results show that the proposed al-
gorithm can effectively improve the classification and rec-
ognition accuracy of ancient Buddhist architectural styles.

'e innovations and contributions of this paper are
listed as follows:

(1) 'e ancient Buddhist architecture images are grid-
ded, so that the backbone network can obtain rel-
atively flat ancient Buddhist architecture image
blocks, and it can learn more local details.

(2) 'e grid reconstruction module is designed to
strengthen the connection between the features of
each block and highlight the distinguishing detail
features.
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(3) 'e accuracy of ancient Buddhist architecture
classification can be effectively improved through
image meshing and mesh reconstruction.

'is paper consists of five main parts: the first part is the
introduction, and the second part is the state of the art,
which is classification of ancient Buddhist architectural
styles. 'e third part is the recognition methodology of
ancient Buddhist architectural style based on local feature
learning. 'e fourth part is the experiment and analysis, and
the fifth part is the conclusion.

2. State of the Art
After Buddhism was introduced to China since the Western
Han dynasty, it was originally only revered by the court.
Later, with the increase of monks, the government and the
people gradually formed a custom of building temples,
pagodas, and grottoes. According to the spreading routes
and schools of Buddhism, Chinese Buddhist architecture can
be divided into three categories. 'e first category is the Han
Buddhist temples, which are more numerous and widely
distributed. 'e second type is Tibetan monasteries, mainly
distributed in Tibet, Inner Mongolia, Qinghai, Gansu,
Sichuan, Yunnan, and other places. 'e third category is the
Southern 'eravada temples, mainly distributed in the
southwest of Yunnan Province. 'is paper focuses on the
analysis of Chinese Buddhist architecture and divides an-
cient Buddhist architectural styles into three categories,
namely, official architectural style, minority architectural
style, and integrated architectural style [15]. Examples of
these three types of buildings are shown in Figure 1.

'e influence of multi-culture on the main architectural
style of the temple is very great.'is is mainly because under
the influence of Confucianism, Buddhism, Taoism, and
worship, the temple presents different styles and charac-
teristics. At the same time, combined with the aesthetic
characteristics of the local ethnic group, it makes full use of
local building materials and decorative techniques. 'is
prevents the overall architectural style from being gener-
alized as plain or gorgeous. Table 1 shows the specific sit-
uation of ancient temples investigated in a certain province
of China.

As can be seen from Figure 1 and Table 2, among the 32
typical monasteries surveyed, official style accounts for 25%,
integrated style for 60%, and minority style for 15%. Most
monasteries adopt a comprehensive architectural style. Its
building roof is mostly grey small green tile, color to white,
red, and dark grey. 'e larger, more important monasteries
were built in the official style. It is decorated with red or
yellow glazed tiles, and the walls are mostly red or yellow,
imposing, and resplendent. Temples in Western Hunan
usually adopt the architectural style of ethnic minorities,
with exaggerated roof warping and far-reaching eaves.

During the historical development of Buddhism, many
sects spread and developed in China. 'ere is no doubt that
the architectural style of the temple has a great relationship
with the religious sect of the temple. And the orientation of
the monastery sect practice is related to the high monks
living in tin. For example, if a abbot practices Zen, the temple

may develop a Zen monastic style. In addition, the archi-
tectural style of the temple will change with the development
of history. For example, a temple in the pure land style may
gradually evolve into a Zen temple if it is managed by a Zen
monk in later generations. On the basis of the original hall, it
added space for cultivation such as Zen Hall and Dharma
Hall. In this case, posterity can only determine its specific
type according to the existing main style of the temple.

Among the 32 temples surveyed, there are 17 Zen
temples, accounting for 53.12% of the total. 'ere are 8
monasteries with double cultivation of Zen and Jing, ac-
counting for 25%.'ere are 3 pure land temples, accounting
for 9.38%. 'ere were 4 temples of the rooftop sect or other
types, accounting for 12.5%. 'ese data are basically con-
sistent with the view that Buddhism is dominated by Zen
and pure land monasteries. In ancient temples, the archi-
tecture of Zen temples mostly follows the idea of “emptiness,
nothingness, and harmony” of Zen. In terms of architectural
color and material use, it generally adopts a comprehensive
architectural style. Pure land temple also basically follows
the architectural style of Han temple. However, the pure
land school of Buddhism takes reciting Buddha as the main
practice mode, specially called “Amitabha Buddha” in order
to live in the Western paradise. 'e pure land sect believes
that the Western paradise is full of precious jewels and the
architecture is golden, so the pure land sect temples are
relatively ornate. 'e temple of Chanjing Shuangxiu com-
bines the architectural styles of both. It has both the sim-
plicity of Zen temple and the solemnity of pure land temple
in the main hall. Such as Shimen Jiashan Temple for Zen
double repair temple, Nanyue Temple is a Zen temple. Even
one architectural style is relatively simple, and the use of
architectural styles is integrated. It can be seen that different
schools of Buddhism have little influence on architectural
styles.

3. Methodology

'is paper proposes a networkmodel as shown in Figure 2 to
realize automatic classification of ancient Buddhist archi-
tectural styles. Firstly, the ancient Buddhist architecture
images are gridded to obtain relatively flat ancient Buddhist
architecture image blocks in backbone network. 'is solves
the problem of large space between classes and small space
between classes in ancient Buddhist architecture. At the
same time, the backbone network can learn more local
details. However, grid will destroy the integrity of ancient
Buddhist architectural structure, so the grid reconstruction
module is redesigned to strengthen the connection between
the features of each block and highlight the distinguishing
details. 'rough the above two parts of image grid of ancient
Buddhist architecture and grid reconstruction, the accuracy
of ancient Buddhist architecture classification can be ef-
fectively improved.

3.1. Grid Processing Method. 'e complex characteristics of
ancient Buddhist architectural styles bring great challenges
to its classification. To solve this problem, based on the idea
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of differential approximation, the ancient Buddhist archi-
tectural images to be classified are grid-processed.'e image
is divided into several relatively flat local areas to reduce the
interference of feature extraction caused by the complex
appearance of ancient Buddhist architecture.

Taking the segmentation process shown in Figure 3 as an
example, the input image X is firstly divided into T×Tgrids.
If T is too small and the mesh is too thick, the obvious area
will be retained, as shown in Figure 3(a).With the increase of
T, the local features of ancient Buddhist architecture
gradually approach a clear state in the grid. However, if T is
too large, too many blank grids will be generated and too
many invalid features will be introduced, as shown in
Figure 3(c). Considering the general distribution of ancient
Buddhist architectural images, T� 3 is set in this paper, and
the 9 grids obtained are represented by Rz and k∈ [1, 9],
respectively, where, starting from R1 in the upper left corner,
it is numbered clockwise to R8, and the middle grid is
numbered R9. However, simple grid segmentation can lead
to the loss of the associated information between grids.
'erefore, the algorithm in this paper needs to set the
overlapping area at the neighboring meshes when cutting.
'us, it can retain the structural features between the
meshes, as shown in Figure 3(d).

3.2. Network Structure Based on Local Feature Learning.
Different from natural images, the distinct characteristics of
small differences between different categories (especially local
areas) of ancient Buddhist architectural images result in that
no local grid can independently cover the subject semantic
information of original ancient Buddhist architectural images.
'erefore, while extracting independent grid features, the
algorithm in this paper also needs to have the ability to
perceive the membership relationship between the local and
the whole of ancient Buddhist architecture. 'e global
structure can be preserved to some extent by the overlapping
redundant information between adjacent meshes that needs
to be specially preserved during segmentation. However, if the
feature extraction is biased to the overlapping region, the
global optimal solution cannot be obtained, which affects the
accuracy of subsequent classification. 'erefore, a grid re-
construction module is specially designed to compensate for
the global feature loss caused by meshing.

In this algorithm, j� F (.), a residual network with shared
weightΘ is adopted. After feature maps were extracted from

(a) (b) (c)

Figure 1: 'ree styles of ancient Buddhist architecture. (a) Official style. (b) Minority style. (c) Integrated style.

Table 1: Typical architectural style of the ancient temple-type table.

No. Name of the temple
Architectural

style
types

1 South YueMiao Official style
2 Nanyue Zhusheng Temple Official style
3 Lushan Temple in Changsha Official style
4 Kaifu Temple in Changsha Official style
5 Liuyang Shishuang Temple Integrated style
6 Longxing Temple in Yuanling Minority style
7 Dayong Puguang Temple Minority style
8 Nanyue Nantai Temple Integrated style
9 Fuyan Temple of Nanyue Integrated style
10 Shimen Jiashan Temple Official style
11 Youxian Baoning Temple Integrated style
12 Mount Nanyue Seal Temple Integrated style
13 Nanyue Sutras Hall Official style
14 Nanyue Fangguang Temple Integrated style
15 Nanyue Gaotai Temple Integrated style
16 Iron Buddha Temple of Nanyue Integrated style
17 Nanyue Wuyue Temple Integrated style
18 Xiangnan Temple of Nanyue Integrated style
19 Zhurong Temple of Nanyue Integrated style
20 Guangji Temple, Nanyue Integrated style
21 Baiyuan Temple in Yuanling Minority style
22 Phoenix Temple in Yuanling Minority style
23 Longquan Ancient Temple in Yuanling Minority style
24 Xiangtan Zhaoshan Temple Integrated style
25 Nanyue Dashan Temple Integrated style

26 Yongzhou Blue Mountain Pagoda
Temple Integrated style

27 Nanyue Shoudian Buddha Integrated style
28 Liuyang Baogai Temple Integrated style
29 Ningxiang Miyin Temple Integrated style
30 Xiangxiang Yunmen Temple Integrated style
31 Tielu Temple in Changsha Official style
32 Changsha Xixin Zen Temple Official style

Table 2: Experimental results under different segmentation pa-
rameters (%).

T ACC SEN SPE PPV NPV
1 80.24 83.18 77.21 79.9 80.63
2 80.96 86.21 75.25 80.72 81.26
3 82.41 85.81 77.51 81.18 82.11
4 80.63 83.64 77.43 80.84 80.39
5 80.44 84.94 75.62 80.29 80.63
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the two branches, local feature j1–9 and global feature jx were
obtained by global leveling.

jz � F Θ, Rz( 􏼁, z ∈ 1 ∼ 9, X{ }, (1)

RX is the global image after dimensionality reduction. Jz
is the feature vector extracted from the residual network, and
the number of channels C is determined by the number of
convolution kernels at the output layer of the residual
network.

Meshing
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Convolution dimension 
reduction
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Figure 2: 'e deep learning model proposed in this paper.

(a) (b)

(c) (d)

Figure 3: Processing effect of Buddhist architecture image grid. (a) T� 2. (b) T� 3. (c) T� 4. (d) T� 5.
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Subsequently, the proposed algorithm reconstructs the
network through the attention mechanism shown in Fig-
ure 4. 'e weight of each grid’s contribution to the final
classification was obtained by the training of formula (2),
and the feature vector qz was constructed.where Mz and hz
are the model weights and bias parameters of grid z. × means
Hadamard multiplication.

qz �
1

1 + exp mz × jz + hz( 􏼁
× jz, (2)

'e recombination of local features is achieved by two
branches. On the one hand, the features screened by adjacent
grids are fused with formula (3) to strengthen the association
and further feature screening is carried out.

Jz � m
∗
z jz + qz−1( 􏼁 + hz

′. (3)

where qz−1 is the feature filtering result of jz−1. m’
z and h’

z are
parameters of the full connection layer.∗is matrix
multiplication.

On the other hand, T×T C channel feature vector qz is
reassembled into T×T×C feature graph according to the
segmentation sequence, and then, the global feature J0 is
obtained through maximum pooling.

J0 � max q
w
z( 􏼁, w ∈ [1, C]. (4)

3.3. Loss Function Design. Among the images to be classi-
fied, ancient Buddhist buildings are mostly in the middle of
the image. However, the information content of ancient
Buddhist architecture will be different according to the
different areas covered by each grid, and the contribution
to classification will also be different. 'erefore, in the
training process, the algorithm in this paper adopts formula
(5) to set the loss weight m’’

z of each feature of the upper
branch.

m
’′
z �

z, mz,

10, z � 1 ∼ 9{ }.
􏼨 (5)

Among them, J0 as the global feature has the largest
weight. In addition, qz always contains qz−1 information.
'erefore, the loss weight of features J1∼g increases in a
clockwise direction, while the lower branch learns the whole
image and gives a large weight at the beginning of training.
'erefore, the scale factor β is used to adjust the weight
proportion of upper and lower branches. At the beginning of
the training, the lower branches lost Lx weight, and when the
training cycle e reached λ, the upper and lower branches
gradually increased to equal weight.'e total loss function is
shown in

LS � 􏽘
9

z�0
min 1, eiu(e − λ) + m

’′ ∗
z β􏼒 􏼓
∗
Lz + LX. (6)

Among them, Lz and LX were obtained by calculating the
cross-entropy of

L �
1
H

􏽘

H

h�1
nhlog uh( 􏼁. (7)

3.4. Implementation Steps of the Algorithm in 5is Paper.
'emodel training sample is composed of the original input
image X and its corresponding ancient Buddhist building
number n, denoted as <x, n>, n ∈ {1, . . ., 22, I, J}. 'e al-
gorithm model in this paper maps the input image to the
probability vector u that it belongs to various ancient
Buddhist buildings through the function u � Φ(X,Ω). Ω
(including Θ) represents all learnable parameters in the
classification model.

Step 1. Cut the complete image X into 9 meshes of the same
size Rz􏼈 􏼉, z ∈ [1, 9]. Meanwhile, the complete image is down-
sampled to the same size of the grid through convolution,
which is denoted as RX.

Step 2. Send RX, Rz􏼈 􏼉 into residual convolution units (all
units share weights), respectively, to obtain global feature jX

and grid feature vector jz.

Step 3. Feature vector jz is reconstructed through the
network to obtain the reconstructed feature Jz, z ∈ [0, 9].

Step 4. Use linear classifier to classify reconstructed feature
Jz and complete image feature JX � jz, and obtain 11
classification probability vectors u.

Step 5. Complete the classification based on the classifica-
tion probability vector u and calculate the cross-entropy loss.

Step 6. An adaptive momentum estimation optimizer is
used to optimize network parameters.

Step 7. When reasoning, the images X to be classified need
not be segmented, and the classification and recognition of
ancient Buddhist buildings can be completed directly
through the sub-branch of the model.

4. Result Analysis and Discussion

In this study, a dataset from the Internet was used to verify the
validity of the proposed method. 'e dataset, which shares
images of ancient Buddhist architecture from Chinese prov-
inces, aims to accelerate the understanding of ancient Buddhist
architectural styles through large-scale data. It contains 541
temple image data from 22 provinces. Due to the fuzzy images
of 12 temples, the remaining 529 ancient Buddhist buildings
were used as experimental data after screening. An example of
these data images is shown in Figure 5.

4.1. Influence of theNumber ofHiddenLayers onClassification
Performance. In this section, in order to determine the
impact of grid segmentation parameter T on performance,
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we constructed multiple networks with different grid seg-
mentation parameters T. To facilitate comparison, the loss
function training model proposed in this paper is used. 'e
other hyperparameters are set the same except for the grid

partitioning parameter T. Table 2 shows the experimental
results under different partitioning parameters T.

As can be seen from Table 2, when T �1, the classi-
fication accuracy is the lowest. 'e reason is that it cannot

(a) (b)

(c) (d)

Figure 5: Examples of ancient Buddhist architecture from Chinese provinces. (a) Xiantong Temple, Mont Wutai, Shanxi Province.
(b) Wannian Temple, Mount Emei, Sichuan Province. (c) Huacheng Temple, Jiuhua Mountain, Anhui Province. (d) Lingyin Temple in
Hangzhou, Zhejiang Province.

Jz

J0

Max pooling Vector matrixActivationWeight

jz

w

σ
qz

qz-1

Hadamard product Matrix addition

q1 q2 q3

q8 q9 q4

q7 q6 q5

Figure 4: Network structure based on local feature learning.
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adequately extract the deep features of functional con-
nections in the brain. As the number of hidden layers
increases, the classification accuracy gradually increases.
When T � 3, the classification accuracy is the highest,
reaching 82.41%. And in SPE, PPV, and NPV, three in-
dicators have reached the highest value. However, as the
number of hidden layers continues to increase, the per-
formance of classification declines. 'e reason is that
when the network structure is complex, the over-fitting
phenomenon will occur, thus affecting the classification
effect. 'erefore, the grid segmentation parameter with
T � 3 was selected as the basic structure in subsequent
experiments.

4.2. Influence of Prototype Learning on Feature Distribution.
For the effect of network learning on feature distribution, we
also train a traditional algorithm without network learning
based on the most commonly used softmax loss function.
'en, the feature extracted from the last hidden layer in the
algorithm is projected into the two-dimensional space for
visualization, and the result is shown in Figure 6. Figure 6(a)
shows the feature distribution extracted by the traditional
algorithm. Figure 6(b) shows the distribution of features
extracted by the method proposed in this paper. It can be
seen from the figure that the feature extracted by the tra-
ditional algorithm has great differences within classes and
small differences between classes. However, the feature
differences extracted by the algorithm in this paper are
significantly smaller within classes and larger between
classes. 'erefore, the algorithm in this paper can extract
discriminative features.

4.3. Convergence of Algorithm. In order to intuitively
demonstrate the convergence of the algorithm proposed in
this paper, loss curves of unsupervised pretraining and
supervised fine-tuning are drawn, as shown in Figure 7.

In the pretraining stage, it can be seen from the loss curve
shown in Figure 7 that the overall convergence effect is good.
When the verification set loss is the lowest, the network
parameters are saved for subsequent training. In the fine-
tuning stage, the loss of the training set showed a slight
wobble, but the overall trend was downward. 'e loss of
verification set and test set also decreases as the number of
iterations increases. Finally, the network parameters at the
lowest loss of verification set are saved for testing. In
summary, the algorithm in this paper is convergent.

4.4. Robustness Comparison Experiment. In order to verify
the robustness of the model, the dataset of this paper was
randomly rotated between angles of [−25, −15, 0, 15, and 25] to
obtain the rotated-rotation of the dataset. 'en, the trained
model is validated on the rotated test set. At the same time, this
paper also conducts a robustness comparison experiment with
CNN with the same number of layers as the model in this
paper, and the comparison results are shown in Table 3 and
Figure 8. It can be seen from Table 3 that the classification
accuracy of CNN in the processing of rotating images is re-
duced by 4.9%, while the accuracy of the model proposed in
this paper is only reduced by 0.51% in the rotating dataset. 'e
experimental results not only prove that the proposed network
is more robust to affine transformation images than CNN. At
the same time, it verifies that the network proposed in this
paper is a further improvement and improvement of tradi-
tional CNN in terms of robustness.
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Figure 6: Comparison of feature distribution between the two methods. (a) Traditional algorithm. (b) Proposed algorithm.
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4.5. Comparative Experiments with Various Classical
Algorithms. In order to verify the advantages and disadvan-
tages of the proposed method compared with other methods,
we selected six classical algorithms from the traditional ma-
chine learning method and deep learning method, respectively,
for comparative experiments. Methods based on traditional
machine learning include literature [16] and literature [17].
Methods based on deep learning include literature [18], lit-
erature [19], literature [20], and literature [17]. 'e results are
shown in Table 4 and Figure 9.

As can be seen from the above experimental results, the
proposed method achieves the optimal performance in all
indicators, and the classification effect is significantly better
than other algorithms. Among the seven methods, the
method based on deep learning is significantly better than
the method based on traditional machine learning. ACC
indexes of algorithms based on traditional machine learning
are all lower than 77%. 'is is because the traditional ma-
chine learning model is a shallow model, unable to fully
excavate valuable deep information. However, ACC indexes
of deep learning-basedmethods are all above 77%, reflecting
the advantages of deep learning methods in processing
high-dimensional information. Compared with other four
methods based on deep learning, this algorithm is signif-
icantly better than the other algorithms, with ACC index
reaching 82.41%. 'e advantage of the proposed algorithm
is also quite obvious in other indexes. 'e reasons are
mainly in two aspects: (1) the network in this paper can
extract the discriminant features with small differences
within classes and large differences between classes, which
improves the discriminant ability of the model. (2) 'e
method proposed in this paper integrates low-level features
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Figure 7: Convergence curve of the proposed algorithm.

Table 3: Robustness comparison results.

Model Dataset (%) Dataset rotation (%)
CNN 0.85 5.75
Proposed 0.33 0.84
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Figure 8: Robustness comparison curve.

Table 4: Classification performance data of seven methods.

Methods ACC (%) SEN (%) SPE (%) PPV (%) NPY
(%)

Literature [16] 74.99 76.98 72.08 75.52 74.46
Literature [17] 76.18 81.61 70.22 76.71 75.26
Literature [18] 77.91 84.79 70.75 77.38 78.96
Literature [19] 78.44 81.75 75.12 78.30 78.96
Literature [20] 78.70 85.46 72 76.85 81.35
Literature [17] 79.36 84.79 73.80 78.17 80.55
Proposed 82.41 86.78 77.77 81.88 83.87
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and high-level features extracted by depth model and can
extract local information and global information, further
improving the classification accuracy. 'e above results
verify the effectiveness of the proposed method.

5. Conclusion

Ancient Buddhist architecture is the material carrier of
Buddhist culture. 'e architectural style of ancient Bud-
dhism reflects the influence of multi-culture on Buddhism to
some extent. Buddhist architecture plays an important role
in the development of Chinese architectural culture. At
present, it is difficult to classify ancient Buddhist architecture
automatically because of its complex structure and changing
styles. In order to solve this problem, this paper uses the
differential idea to segment the ancient Buddhist architec-
tural images reasonably. After extracting features through
residual network, reconstruction network, and other mod-
ules, the classification model is constructed. 'e experi-
mental results show that the algorithm proposed in this
paper can effectively improve the classification accuracy, and
provide new ideas for the follow-up study of ancient Bud-
dhist architecture. In the future work, we will focus on
improving image gridding and grid reconstruction to obtain
more and more accurate detail features, so as to more ef-
fectively improve the accuracy of ancient Buddhist archi-
tecture classification.
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