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Transmission line detection is a magic weapon to protect power safety, and it plays an irreplaceable role in stabilizing electricity
use. However, the detection of transmission lines contains complex objects and rich content, which puts forward a new test for the
accurate identification and power consumption of the monitoring. The advantages of Zigbee wireless communication technology
are low energy consumption, simple operation, and strong cost control. It is a key to cracking the high energy consumption of
transmission line detection. Edge computing is a supplement to cloud computing. It has the characteristics of low bandwidth
and low latency, which is conducive to cracking the complex scenarios of wireless monitoring. This article was aimed at
studying and designing a monitoring system for transmission lines to ensure the orderly operation of remote monitoring of
transmission lines. This paper proposes to use Zigbee wireless communication as the core and integrate edge computing to
construct a wireless transmission line sensing system to form a remote transmission line detection system. This paper builds a
detection system, systematically tested the system’s energy consumption, anti-interference, fault monitoring recall, and system
accuracy, and evaluated the overall operation of the system as a whole. The experimental results in this paper show that the
monitoring and attraction of transmission lines can effectively reduce the risk of circuit failure by 20%.

1. Introduction

In recent years, with the rapid growth of society’s demand for
electricity, the power supply load pressure of the power system
has also increased rapidly. As a key transmission equipment,
transmission lines have a wide coverage. High-voltage transmis-
sion lines are greatly affected by air pollution, climatic condi-
tions, and other environmental factors. Conductor movement,
insulation pollution flashover, conductor icing, wind skew
flashover, etc., occur from time to time, often causing arcing,
property and insulation damage, conductor burnout, discon-
nection, tower falling, and other crises. It causes serious eco-
nomic losses and seriously threatens the safe operation of
high-voltage transmission lines. Solving the problems of insuffi-
cient transmission capacity during peak hours and failure of
some transmission lines is a major challenge facing theMinistry
of Energy Management. The traditional manual inspection

method cannot guarantee the accuracy of the results and is
labor-intensive and material-intensive. It cannot provide real-
time online monitoring and cannot detect the safety hazards
of high-voltage transmission lines in time, and its efficiency is
not high. The rapid development of information technology
provides practical technical conditions for remote monitoring
and analysis of environmental elements and transmission line
operating conditions. Through the sensor technology, network
technology, and software development technology in the power
supply system, the remote monitoring of the status of the trans-
mission line is realized, which provides a decision-making basis
for daily maintenance and line safety.

This paper designs and constructs an online transmis-
sion line monitoring system; the advantages are as follows:
(1) this article makes full use of the advantages of informa-
tion computing to collect various data information, fully
grasp the various conditions of the transmission line, and
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find the cause of the line failure in time. (2) Implementation
of the whole process of monitoring, it is at the source to
troubleshoot hidden dangers of line faults. (3) With the help
of wireless communication technology, obstacles can be
quickly reported to relevant personnel for processing to
ensure the accuracy of detection.

2. Related Work

Experts and scholars at home and abroad have achieved
certain results in the construction of transmission line
detection systems. Kabalci Y. and Kabalci E use the solar
microgrid model to explore local renewable energy
demand. The total length of the transmission line is 25
kilometers, and it constructs the actual parameter model
of the line at the output of the inverter. Binary Phase Shift
Key (BPSK) modems in different locations manage the
communication infrastructure (PLC) of the power line.
The cost of this scheme is extremely low. The power line
transmits charging power while generating voltage, so the
monitoring cost is basically zero [1]. Zhang et al. builds
a visual analysis system for transmission line icing moni-
toring. It is based on a two-dimensional map with a cus-
tomizable map layer and combines the temperature and
humidity distribution of the map for data monitoring. In
addition, the system also combines the ice thickness pre-
diction system with the prediction algorithm of the hybrid
deep trust network to optimize the accuracy of data mon-
itoring. Once the icing thickness exceeds the threshold,
appropriate deicing measures can be selected based on his-
torical data analysis. The data proves that the system can
reflect the statistical characteristics of the icing monitoring
data, and the prediction accuracy of the icing thickness is
relatively high [2]. In order to solve the multiobjective
combined decision-making problem, Jiang et al. proposed
an improved binary particle swarm optimization (mbpso)
strategy. The mbpso algorithm is solved based on hourly
weather data, and the number of sensors required by this
scheme can be minimized. A section of 161 kV line is
selected for testing. The results show that the sensor can
effectively monitor 89.6% of conductor high temperature
events, and the root mean square error of reconstructed
conductor temperature distribution is less than 0.8 [3].
Reddy et al. study the damage of the transmission line.
Overhead distribution lines can be regarded as a tributary
of the distribution system, traversing difficult terrain under
unfavorable weather conditions, so the insulation materials
of the distribution lines are easily damaged. The damaged
insulation experience will cause electric field distortion
around the insulation, leakage current, other damage to
the insulation surface, and eventually ground faults. Elec-
tric power companies have adopted a variety of
computer-aided systems to enable the Distribution Control
Center (CDC) to continuously monitor the distribution
system. These systems usually use image processing and
other technologies to conduct electrical and physical tests
on distribution lines [4]. Wu et al. discovered that the
energy loss caused by dust deposition on the ground is
closely related to the disconnection and damage of the

photovoltaic power supply of the transmission line moni-
toring device. Dust can lead to incorrect power configura-
tion, undercharging the battery or charging for a long
time, thereby shortening the service life of the device.
They constructed a model of dust and electric wires, qual-
itatively determined the attenuation coefficient related to
dust deposition, and determined the best configuration of
electric wires. This research can optimize the power supply
design and save replacement costs [5]. Tripathi and De
provide a new data-driven framework to reduce the band-
width required to transmit phasor measurement unit
(PMU) data. The performance of the proposed algorithm
is evaluated by large-scale simulation of power line fre-
quency data. A trade-off between the predictive quality
of the algorithm and the execution time has been
observed, which can be resolved by choosing appropriate
hyperparameters. Compared with competing data reduc-
tion systems, professional algorithms save about 60% of
bandwidth and more accurately identify 73% of power sys-
tem interference [6, 7]. Fabricio et al. introduced the
industrial electrical equipment monitoring system of the
production line, which was aimed at monitoring its work-
ing status in real time, realizing machine management,
and quickly finding deviations and faults. The system
monitors the actual current consumption of the device
with the help of sensors connected to the data concentra-
tor module. The data is stored in the data concentrator
module and then transmitted to the IoT platform for pro-
cessing. When the data is abnormal, the system will report
an error and send a reminder signal to the manager. Tut-
telberg K’s research analyzes the uncertainty of transmis-
sion line monitoring applications based on synchronized
phasor measurement. He analyzes the spread of uncer-
tainty to assess the confidence in the correctness of the
monitoring application and explains how measurement
errors in the system affect the monitoring. The study
shows how the uncertainty in voltage and current mea-
surements is propagated in the estimation, and what accu-
racy can be obtained from this monitoring application in
the general configuration of the transmission system. The
research also provides insight into the reasons for most
of the uncertainty (and inaccuracy) of a given amount of
interest [8, 9].

3. Edge Computing and Zigbee Wireless
Communication Technology

3.1. Edge Computing. Edge computing is an open platform
that measures the edge of the network close to the object
or data source and integrates basic network, computing,
storage, and application capabilities. And it provides edge
intelligent services nearby to meet the needs of fact transmis-
sion, agile connection, application intelligence, security and
privacy, and data optimization [10]. It can be used as a
bridge connecting the physical world and the digital world
and can provide smart systems, smart gateways, smart
assets, and smart services.

Figure 1 is a model of edge computing. In this model, the
cloud data center collects data from the database and some
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edge devices. These edge nodes can not only request services
from the cloud computing center but also handle some com-
puting tasks. Therefore, we need to conduct further in-depth
research on the hardware platform and software technology
related to edge computing to ensure that the security and
reliability of the data in the edge environment can be met.

The basic idea of edge computing is to build a virtual
platform that combines network, computing, storage, and
application capabilities on the edge of the network close
to the data source to achieve extremely low latency and
location sensitivity of edge services [11]. According to the
idea of edge computing, as shown in Figure 2, the edge
computing architecture can be represented by the following
four levels:

3.1.1. Infrastructure Layer. Infrastructure provides access to
the basic network, cloud computing services, and manage-
ment of equipment deployed at the edge of the network.

3.1.2. Edge Data Center Layer. The edge data center or edge
node is one of the core infrastructures of edge computing
and consists of edge servers. Edge data centers can not only
collaborate with each other but also connect to the cloud.
Multiple edge data centers are deployed at the edge of the
network. It is deployed by edge users or infrastructure pro-
viders to establish a multitenant virtualization infrastructure
to support virtualization and management services.

3.1.3. Edge Network Layer. The edge network should be
composed of edge network equipment such as edge set-top
boxes, routers, wireless access points, and gateways, and it
is a bridge between edge users and edge data centers. Edge
network computing provides interconnection between infra-
structure, edge data centers, and terminal devices through
mobile networks, wireless networks, and core networks.

3.1.4. Edge Terminal Equipment Layer. Edge terminal equip-
ment has the dual identity of data producer and consumer. It
is connected to the edge data center through edge network
equipment and benefits from the services provided by edge
computing. It is mainly composed of various devices con-
nected to the edge network.

Based on the architecture of edge computing, edge com-
puting has the following basic characteristics [12]:

(1) Support mobile services: edge network equipment
can link different mobile terminals, so it needs to
take into account both data transmission technology
and mobile network support technology

(2) Fast transmission: edge computing simplifies the
network structure, which not only supports online
decision-making but also has extremely fast trans-
mission speeds. Compared with cloud computing,
edge computing is more suitable for applications
with low latency and high real-time requirements,
such as health emergency and forest fire warning

(3) There are many base stations. Because edge comput-
ing terminals must be closely connected to data cen-
ters, and terminal equipment is spread all over the
country, edge servers need to build data centers in
various places

3.2. Time Delay Theory. Edge computing service latency
refers to the round-trip time from sending an application
request to receiving a response, which mainly includes
transmission time, propagation time, queuing time, waiting
time, and processing time at the application layer [13]. In
edge computing, user application requests can be processed
by local or remote data centers. Since the queuing process-
ing delay of the intermediate router/switch is much lower
than that of the target data center, the queuing processing
delay is mainly the delay of the data center application
layer. Figure 3 shows the composition of the delay in the
local and remote scenarios. UE refers to the user terminal,
and UE-AP refers to the entire process of transmitting the
user terminal to the application program. As mentioned, all
application requests from the UE will first arrive at the
edge data center. In this hop, each request will experience
some transmission delay to the UE and some propagation
delay on the UE-AP connection. Figure 3(a) is a local pro-
cessing scenario. AP requests are processed directly in the
local data center; that is, queue waiting time is generated
and processed in the local data center. If the local data cen-
ter cannot meet the demand, the request is redirected to
the remote data center, as shown in Figure 3(b). In this
case, data transmission between data centers will cause
additional propagation delays, while remote data centers
will experience application layer queuing and processing
delays.

VM refers to a virtual machine, which refers to a com-
plete computer system with complete hardware system func-
tions simulated by software and running in a completely
isolated environment. The work that can be done in the
physical computer can be realized in the virtual machine.
Since the UE and UE-AP connection is not affected by VM
deployment and workload distribution, the delay caused by
this part is not considered. Therefore, the work focuses on
the two components of delay: the propagation delay of the
connection between data centers and the queuing and pro-
cessing delay of the local or remote data center. These parts
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Figure 1: Edge computing model.
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can be optimized through proper VM deployment and
workload distribution.

3.2.1. Propagation Delay. Depending on the location of the
data center, the connection between data centers may go
through the optical access network, the convergence area
network, or even the transmission network, so the delay
between the center data can be very diverse. Let Z represent
a group of data centers in the airborne computing system.
The propagation delay between the data center and ðz1, z2Þ
is determined by the network distance between z1 and z2,
denoted as tz1,z2 . When a request is redirected from data cen-
ter z1 to data center z2, it will experience propagation delay
tz1,z2 between data centers.

3.2.2. Queuing and Processing Time. The queuing and pro-
cessing time of the data center is determined by the workload

and the capacity of the allocated VM service resources. In
order to estimate the processing and queuing time on the
VM, this section models the VM service system as an M/M/
1 queue. The M/M/1 queuing model is a single-server queuing
model that can be used to simulate the operation of many sys-
tems. For example, a post office with only one employee has
only a queue of guests coming in, queuing, receiving services,
and leaving. If the number of guests coming in conforms to the
Poisson process and the service time is exponentially distrib-
uted, M/M/1 can be used to simulate and calculate the average
queue length, the probability of different waiting times, etc.
The processing time is calculated as follows:

t = 1
r − 1 , ð1Þ

where l is the flow of a given workload and r is the VM
capacity allocated to l.

3.3. The Impact of VM Deployment and Load Balancing on
the Delay of All Parties. When planning service resources
for new applications, edge computing operators should
first deploy virtual machines and allocate virtual machine
capacity to a given business flow while respecting the
machine’s differential delay requirements. For each flow,
two decisions must be made: (1) Select the target data cen-
ter; the service capacity must be allocated from the corre-
sponding virtual machines in the target data center. In
terms of virtual machine deployment, the hardware capac-
ity of each data center is limited, which limits the number
of virtual machines that a data center can carry. In terms
of load balancing, the more VM service capacity allocated
to a stream, the less processing and queuing time will be.
Therefore, the VM capacity allocated to the stream
depends on the time available for application-level queuing
and processing. In order to provide greater flexibility in
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Figure 2: Edge computing architecture diagram.
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workload distribution, this section proposes a flow distri-
bution mechanism [14]; that is, a flow can be divided into
multiple subflows, and each subflow can be served in a
different data center. According to two scenarios, each
substream can be a small stream or a large stream: 1)
When a sub-stream requires less service capacity than a
single VM, it can be allocated to a shared VM, and other
sub-streams, as shown in Figure 3(a). In this case, the sub-
stream is called a small stream. af cm,n represents the work-
load of a small application flow c from data center m to
data center n. Assuming that the VM capacity allocated
to af cm,n is rcm,n, the average waiting time for af cm,n queuing
and processing can be expressed as

tpcm,n =
1

rcm,n − af cm,n
: ð2Þ

(2) If a subflow requires more service capacity than a
single VM, this subflow should be allocated to multiple
VMs, as shown in Figure 3(b), which is called a large flow.
bf cm,n represents the workload of a large amount of traffic
from application c from data center m to data center n.
Assuming that bf cm,n is evenly allocated to scm,n VMs in
the target n data center, the average queue and processing
time of bf cm,n can be expressed as

tpcm,n =
1

rc − bf cm,n/scm,n
� � , ð3Þ

where rc is the total service capacity of the VM corre-
sponding to the application c.

In summary, the queuing and processing time of each
substream (small or large) can be calculated according to
the formula. The overall service delay of each substream
should also consider the propagation delay tm,n between
the source data center and the target data center. Therefore,
the total lead time experienced by the business flow can be
expressed as

tcm,n = tpcm,n + tm,n, ð4Þ

m = n, tm,n = 0: ð5Þ
This means that the stream is assigned to a VM in the

source data center for local processing.
In an edge computing system, there may be several pos-

sible solutions to deploy VMs and distribute workloads to
meet all needs [15]. MILP is the mixed integer linear pro-
gramming model, which is an extension of the linear pro-
gramming model. When some decision variables in the
linear programming problem are required to be limited to
integers, then the programming problem at this time is a
mixed integer linear programming problem. In other words,
optimization problems not only have conditional constraints
but also integer constraints. The article developed a MILP
model [16] to determine the number of VMs deployed for
each application in each data center and allocate flows to
minimize the hardware consumption required to deploy

VMs. That is, the goal is to minimize the consumption of
hardware resources, expressed as follows:

Min〠
z∈Z

〠
c∈C

pcz ∗ Ac: ð6Þ

The constraints are as follows:

〠
c∈C

pcz ∗ Ac ≤Gz , z ∈ Z, ð7Þ

〠
n∈Z

bf cm,n + af cm,n = f cm, m ∈ Z, c ∈ C, ð8Þ

〠
m∈Z

rcm,n + rc ∗ scm,n = rc ∗ ycn, n ∈ Z, c ∈ C, ð9Þ

bf cm,n ≤ rc −
1

Tc − tm,n

� �
∗ scm,n, m ∈ Z, n ∈ Z, c ∈ C,

ð10Þ

af cm,n ≤ rcm,n −
f gc

m,n
Ta − tm,n

, m ∈ Z, n ∈ Z, c ∈ C, ð11Þ

rc ∗ scm,n − bf cm,n ≥ 0, m ∈ Z, n ∈ Z, c ∈ C, ð12Þ

rcm,n − af cm,n ≥ 0, m ∈ Z, n ∈ Z, c ∈ C, ð13Þ

Tc − tm,nð Þ ∗ scm,n ≥ 0, m ∈ Z, n ∈ Z, c ∈ C, ð14Þ

Tc − tm,nð Þ ∗ f gcm,n ≥ 0, m ∈ Z, n ∈ Z, c ∈ C, ð15Þ

f gcm,n = 0⇔ rcm,n = 0, ð16Þ
where Gz is the total amount of hardware resources in

data center z and z ∈ Z. Tc represents the average service
delay threshold for APP c, c ∈ C. pcz is an integer and repre-
sents the number of VMs deployed for APP c in the data
center z. f gcm,n is binary, an identifier that indicates whether
af cm,n is 0.

3.4. Zigbee Wireless Communication. The name of Zigbee
technology is derived from the group communication net-
work composed of the bee character dance, which is a wire-
less communication network with low energy consumption
and low transmission rate [17]. Table 1 is a comparison
between Zigbee and several communication technologies.

The advantages and characteristics of Zigbee technology
are described as follows [16]:

(1) High security: Zigbee technology provides a special
security system-data integrity checking and authen-
tication. The encryption algorithm uses 128-bit
Advanced Encryption Standard (AES) to make com-
munication more secure and reliable

(2) Large network capacity: a Zigbee network can have
up to 254 child nodes to apply to join the network,
and there can be up to 100 Zigbee networks in an
area at the same time
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(3) The delay is very short: the sleep wake-up delay and
the device channel access delay are only 15ms, and
the device search delay is only 30ms

(4) High reliability: the media access control layer
adopts a distributed access mechanism based on car-
rier detection and conflict avoidance, which helps to
avoid competition and conflict in data transmission.
The node module has the function of automatic net-
working, and all modules automatically connect to
the network when powered on. The data collected
by the terminal nodes are transmitted through the
entire network to ensure reliable transmission of
information

(5) Energy-saving and power-saving: Zigbee can run for
about one year with only two low-power batteries

The Zigbee protocol is based on IEEE.802.15.4.
IEEE.802.15.4 provides the physical layer and media access
layer (MAC) to Zigbee, and Zigbee implements the network
layer and application layer on it [17]. At each layer of the
service entity, there is a service access point (SAP). SAP
can be used as an interface between upper layers. The con-
trol of computer processes is usually done by primitives.
The so-called primitive generally refers to a program seg-
ment composed of several instructions, used to realize a cer-
tain function, and cannot be interrupted during execution.
Zigbee uses primitives to achieve SAP control between
layers, so that SAP can play a role in coordination between
layers. The flow chart of the Zigbee protocol communication
model is shown in Figure 4.

The physical layer defines three carrier frequency bands
for receiving and transmitting data. There are a total of 27
channels in these three frequency bands, including 1 in the
868-868.6MHz frequency band, 10 in the 902-928MHz fre-
quency band, and 16 in the 2.4-24835GHz frequency band.
According to the different carrier frequency bands, the cen-
ter frequencies of the 27 channels are as follows:

Zp = 868:3MHz,  m = 0ð Þ, ð17Þ

Zp = 906MHz + 2 m − 1ð ÞMHz,  m = 1, 2,⋯, 10ð Þ, ð18Þ

Zp = 2405MHz + 5 m − 11ð ÞMHz,  m = 11, 12,⋯, 26ð Þ,
ð19Þ

where m is the channel number and Zp is the center fre-
quency corresponding to the channel.

The physical layer not only defines the mechanical and
electrical characteristics required for wireless connections
but also defines a physical layer management entity. The
physical layer mainly provides the following services: energy
detection; activation of the radio frequency transceiver;
channel selection and data reception and transmission; eval-
uation of inactive channels; and indication of link quality. In
addition to the different physical channels, the transmission
rates and modulation methods of the three frequency bands
are also different. The comparison of the three frequency
bands is shown in Table 2.

The media access control layer is the basic layer of the
Zigbee protocol and the intermediate layer between the
physical layer and the network layer. Its role is to define
the mechanism of the wireless channel and control the
access status of the device. Without the MAC layer protocol,
once the number of nodes in the network increases, data
may not be transmitted normally due to signal conflicts.

The network layer (NWK) is an irreplaceable layer in the
entire Zigbee protocol. The NWK layer not only receives
data from the MAC layer and APL layer but also has man-
agement functions. The function of NWK includes the
establishment of the network structure of different devices
and the management of devices joining and leaving the net-
work. Not only that, it also provides information backup and
information data security services. The main role of the net-
work layer is to connect and disconnect devices (Figure 5).

The network layer (NWK) is a very important layer in
the entire Zigbee protocol. The NWK layer is not only the
recipient of data but also has management functions. The

Table 1: Comparison of several communication technologies and
parameters.

Protocol Zigbee Bluetooth WiFi

IEEE standard 802.15.4 802.15.1
802.11a/b/

g

Memory requirement 432Kb 250Kb+ 1Mb+

Battery capacity Year Day Hour

Number of nodes 65536 8 50

Transmission rate 20-250K <1M 54M

Working frequency
868MHz-
2.4GHz

2.4GHz 2.4 GHz

Network scalability Autoscaling None None

Application sublayer ZigBee device object

Application convergence layer

Network layer

O
ther link
control

standards

IEEE802.2 logical link
control type 1

Service convergence
specific sublayer

IEEE802.15.4 media access control layer

2.4GHz/868MHz/915MHz physical layer

ZigBee
Alliance

IEEE802.15.4

Figure 4: Flow chart of Zigbee protocol communication model.
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network layer is mainly responsible for connecting and dis-
connecting devices. It manages the entry and exit of devices
on the network by establishing a network structure and also
provides information backup and data security services
(Figure 6).

The application layer of Zigbee is implemented by the
user. Users write application programs at the application
layer to perform specific functions of application objects.
For example, the data collection plan for each sensor in the
system is written at this level.

3.5. Zigbee Topology. Zigbee wireless communication tech-
nology has three main types of self-organizing wireless net-
work: star structure, mesh structure, and tree cluster
structure.

A Zigbee coordinator and several terminal nodes form a
Zigbee star structure, as shown in Figure 7. The coordinator
is located in the center of the network and is a fully func-
tional node responsible for establishing and maintaining
the network. Terminal nodes can be full-function or semi-
function nodes, distributed in the network established by
the coordinator and directly communicate with it. The star
topology has the advantages of small scale, simple structure,

low equipment cost, and easy management. The disadvan-
tage is that the routing flexibility of the network is low.

The topological structure of the Zigbee network is shown
in Figure 8. It consists of several fully functional nodes,
which are connected together to form a backbone network.
Each node in the backbone network can be connected to
full-function nodes and semifunction nodes to form its
own subnet. The network topology is a multihop system,
that is, a multihop relay system. Compared with star topol-
ogy, net topology has greater transmission distance, greater
security, self-organization function, and greater environ-
mental adaptability.

The topology of the Zigbee tree cluster is shown in
Figure 9. The tree cluster topology is a hybrid structure,
which not only has the advantages of simple star array and

Table 2: Comparison of three frequency band parameters.

Working frequency Frequency band type Countries and regions Transmission rate (Kbps) Modulation

868MHz ISM Europe 20 BPSK

915MHz ISM North America 40 BPSK

2.4GHz ISM Worldwide 250 O-QPSK

MAC public part sub-layer
service access point

MAC layer management entity
service access point

Physical layer data entity service
access point

Physical layer management entity
service access point

Basic information of each local area
network at the MAC layer

MAC common
part sublayer

MAC layer management entity

Figure 5: MAC layer structure model.

Network layer
data entity

MAC layer management
entity

MAC layer entity

Upper entity
Network layer data entity service

access point
Network layer management entity

service access point

MAC public part sub-layer
service access point

MAC layer management entity
service access point

Figure 6: NWK layer structure model.

Coordinator

FDD

RFD

Figure 7: Star network topology diagram.
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low power consumption but also has the self-healing prop-
erty of long transmission distance in mesh topology. Self-
healing refers to the ability to quickly recover to its original
state. For the mesh topology, there are generally two or more
communication paths between any two node switches in the
communication subnet. In this way, when one path fails, the
information can also be sent to the node switch through
another path. Its disadvantage is the complexity of the net-
work. Once the network coverage becomes larger, the net-
work transmission delay will become larger, which has a
great influence on the time synchronization in the network.

4. Experiment and Analysis

4.1. Experimental Design. According to the specific require-
ments of the remote wireless monitoring system of the trans-
mission line, real-time and accurate acquisition of line light
intensity, temperature and humidity, wind, conductor tem-
perature, and other elements realizes remote monitoring.
The transmission layer of the remote wireless monitoring
system design is composed of Zigbee wireless communica-
tion technology and edge computing technology, as shown
in Figure 10.

First, the Zigbee node network communication platform
was designed and built. Zigbee forms a local network to
transmit environmental information and send data to the
Internet through the network terminal transmission proto-
col to realize data interaction. Finally, the environmental
data reaches the remote monitoring center platform through
the edge computer network to realize the remote transmis-
sion of environmental information from the line.

4.2. Experimental Test. After the design plan is completed,
the monitoring system is built, and all system functions are
tested to verify the feasibility and fault tolerance of the detec-
tion system. We have successively conducted power con-
sumption, anti-interference, fault monitoring recall, and
system accuracy tests. By comparing Zigbee and Bluetooth,
we check the efficiency of the system.

4.3. Data Analysis. As shown in Figure 11, Zigbee consumes
very little power overall. The power consumed in the next
month in a static state is very small, and even in operation,
the power consumption of Zigbee has not dropped much.
Compared with Zigbee, the power consumption of Blue-
tooth is obvious, the power consumption gradient drops in
the static state, and it drops significantly in the working
state. Zigbee has great advantages in terms of power
consumption.

Theoretically, the received signal strength value W is
mainly related to two factors, namely, the signal transmis-
sion power and the distance between them. It is proportional
to the signal transmission power within a certain range and
inversely proportional to the distance between them. The
theoretical formula is as follows:

W = − 10nlgd + Bð Þ, ð20Þ

where n represents the transmission loss parameter; d
represents the distance between the transmitter and the
receiver; and B represents the signal strength received at a
distance of 1 meter from the transmitter.

As shown in Figure 12, Zigbee has strong anti-
interference ability, which increases the transmission dis-
tance. Although Zigbee’s signal transmission is lossy, it has
little effect. The antijamming capability of Bluetooth is sig-
nificantly lower than that of Zigbee. But obviously, the
greater the transmission distance, the greater the signal loss.
At the same time, with the increase of interference nodes,
both Zigbee and Bluetooth have signal loss, but the loss of
Bluetooth is significantly greater. Therefore, Zigbee has good
anti-interference performance.

As shown in Figure 13, the fault response time has noth-
ing to do with the number of fault points. Regardless of the
point of failure, the system has the same response time and
quick response. But the response to failures increases as

Router

FDD

RFD Coordinator

Figure 8: Mesh network topology diagram.
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Figure 9: Tree cluster type network topology diagram.
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the number of failure points increases. The larger the fault,
the slower the system response, which has a lot to do with
the time to clear the hidden danger of the system. Obviously,
Zigbee has a short fault response time and quick elimination
of hidden dangers, which is conducive to solving transmis-
sion line faults as soon as possible.

In Figure 14, the accuracy of the fuzzy range is higher.
Once extended to the precise range, the accuracy of trouble-
shooting will definitely decrease. At the same time, the closer
to the obstacle, the greater the error in troubleshooting. It is
recommended to add manual troubleshooting channels
while monitoring the system to reduce errors.

5. Discussion

The experiment selected four basic indicators for the trans-
mission line: energy consumption, anti-interference, fault
monitoring reminder, and accuracy test for testing. Through
the comparison with Bluetooth, the performance of Zigbee is
better than Bluetooth, showing good adaptability. However,
it also has the problems of difficulty in locating short-

distance obstacles and difficulty in identifying interference
signals. For this reason, it is necessary to install interference
detection equipment in the monitoring system to strengthen
the investigation of interference signals. At the same time,
the software and hardware of the system can be optimized,
and the positioning accuracy of the system can be improved,
so as to investigate related hidden dangers as soon as
possible.

6. Conclusion

At present, the rapid development of overhead transmission
lines and the increase in the number of equipment have led
to an increase in inspection and maintenance workloads.
The operation and maintenance of the existing methods
cannot meet the demand. Real-time online monitoring of
transmission lines is based on practical problems such as
the construction process of the transmission line online
monitoring system, the realization of functional modules,
and the realization of communication protocol functions.
Based on the operation of line health knowledge, it provides
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Figure 14: The accuracy of Zigbee and Bluetooth troubleshooting.
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strong support for the operation and maintenance of the
power grid and has practical significance for the advance-
ment of line monitoring. But the experiment also has certain
shortcomings. System power consumption still needs to be
optimized, and the system’s adaptability to harsh environ-
ments needs to be further improved. The measurement
accuracy of the system under extreme temperature and
humid environment has not yet reached the expected target.
The stability and compatibility of the software have not been
rigorously tested, and the security of data storage has not
been fully guaranteed. In the future, the status information
and alarm information functions of the monitoring device
will be further deepened, the value existing in the monitor-
ing data will be explored, and the statistics and printing
functions of the monitoring data will be enriched. And
improve the ease of use of the system, and make a reasonable
attempt to evaluate the stability of the monitoring device. It
provides an important reference for the management of
monitoring devices.
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