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In order to accurately extract the useful information in English, this paper studies English text analysis combined with a genetic
algorithm and establishes a text analysis system. In this method, a text tendency analysis algorithm based on a genetic algorithm
language model is proposed, and a Doc2vec text feature representation algorithm integrating the LDA model is designed; the
parallelization technology of text analysis algorithm is studied, and the parallelization model of the algorithm by using spark big
data platform is designed; the process of English text tendency analysis is studied, and a Chinese text analysis system is designed
and implemented based on big data platform, including corpus intake, corpus annotation, corpus storage, model training, model
veri�cation, and other modules. In order to verify the feasibility of this subject, the accuracy of the Doc2vec text feature
representation algorithm of the fused LDA model designed in the prototype system is tested. �e experimental results show that
the fused text representation model has high recognition degree, and the AUC value of the ROC curve reaches 0.95. At the same
time, this paper tests the text analysis-related algorithms involved in the system. �e test results show that the parallel algorithm
can greatly improve the e�ciency of the system.

1. Introduction

Since the birth of the genetic algorithm in the 1970s, many
institutions and researchers have conducted extensive and
in-depth research on it, achieved many important research
results, and rapidly extended its application �elds to opti-
mization, search, machine learning, and other aspects. It has
gradually developed into a calculation model to solve op-
timization problems by simulating the natural evolution
process [1]. Content-based text information �ltering is an
important part of machine learning. Genetic algorithm was
�rst applied to machine learning to solve some simple
learning problems. For example, the CS-1 system proposed
by Holland and Reitman applies the genetic algorithm to
solve maze problems for the �rst time while Goldberg ap-
plies the genetic algorithm to engineering control. �ese
studies have produced genetic-based machine learning
(GBML) [2]. Text analysis is about the representation of text
and the selection of its product features. Text analysis is a key
problem in text retrieval and archiving. It counts words
extracted from text to represent information as shown in
Figure 1. Text has much the samemeaning as text. It refers to

a data format that contains symbols or numbers. �ese
templates are available inmultiple languages such as text and
graphics. Words are created by special people, and the
content of a book should re�ect people’s work, thoughts,
values, and interests. �us, the reader’s purpose and intent
can be determined by identifying the content of the text and
converting them from nonstandard texts into documents
that computers can recognize and process, i.e., study the
texts and develop their mathematical models to interpret
and alter the texts. �rough the calculation and operation of
the model, the computer recognizes the text [3]. Since text is
data-intensive, in order to mine useful data from multiple
texts, the text must �rst be converted into process code. Most
people use a vector space model to describe vector text, but if
the product features come from word segmentation algo-
rithms and word frequency statistics used to represent vector
text of di¤erent lengths, the length of this vector will be large.
�is un�nished business not only brings huge overhead to
the next task, making the whole process ine�cient, but also
increases the accuracy of the distribution and grouping
algorithms, resulting in unsatisfactory results [4]. �erefore,
we need to further re�ne the vector text by re�ning the
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content of the original text to find the most representative
text for the text. To solve this problem, the best way is to
reduce the dimensionality by selecting a feature.

2. Literature Review

Genetic algorithm is rarely applied to the research of text
information generation, especially the application of the
genetic algorithm to text information selection. In 2000,
Wang and others first applied the genetic algorithm to
feature selection [5]. 'en, Liu and others introduce the text
distribution region selection feature based on the genetic
algorithm. Since then, many scientists have devised various
improvements [6]. Bai et al. also discuss mutation algo-
rithms and use them to select options [7]. According to
Sheluhin et al., the distribution of text is the process of
dividing the text into one or more subgroups according to
the content. It is an expression. As a set of information
training tools, find the relationship model between data
features and data categories. 'ese relational models are
then used to determine categories of anonymous data [8].
Izrailova and Badaeva believe that in English text classifi-
cation, the text set becomes a word set after word seg-
mentation, and then, the feature set is obtained by removing
the stop words and roughly reducing the dimension.
However, the feature set is still a high-dimensional feature
space, which is too large for all classification algorithms.
'erefore, we are faced with finding an efficient feature
extraction method to reduce the dimensionality of feature
regions and improve the efficiency and accuracy of distri-
bution [9]. Mufti and others said that the purpose of feature
selection is to remove the features that cannot better

represent effective information in the feature set so as to
improve the classification accuracy and reduce the com-
putational complexity [10]. Meng and others said that in text
classification, generally speaking, when the text is expressed
in vector form, there may be tens of thousands of feature
items in the training text set. It is generally believed that any
one of these features has its contribution to the realization of
correct classification. However, these large number of fea-
tures must also containmany interrelated features, which are
redundant and can be removed [11]. Tominaga and others
believe that too large feature space will make the evaluation
of sample statistical characteristics more difficult, thus re-
ducing the generalization ability of the classifier and causing
the phenomenon of “over learning.” Moreover, the pro-
cessing of this high-dimensional vector has extremely high
computational complexity, especially the so-called “di-
mension disaster” problem [12]. 'erefore, Yue and Wang
said that how to retain those features that play an important
role in classification and remove redundant features in order
to reduce the total number of features, that is, how to carry
out dimension reduction, has become an increasingly im-
portant research field [13]. Shi described that the repre-
sentation of text distribution as a process in data filtering,
data recovery, archival, digital library, and e-mail distri-
bution has wide application reliability [14].

3. Method

3.1. Feature Selection Dimension Reduction. Feature selec-
tion dimensionality reduction is classified according to the
concept of algorithms and can be divided into three cate-
gories: filtering feature selection, encapsulation feature
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Figure 1: 'is analysis system.
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selection, and embedding feature selection. 'e filtering
feature selection algorithm is independent of the classifi-
cation algorithm. It directly judges the advantages and
disadvantages of text features according to the character-
istics of text data and finally selects the excellent text features
as the final feature subset. 'e encapsulated feature selection
algorithm needs to preset the classification algorithm to
obtain the classification model and indirectly evaluate the
classification efficiency of the feature subset by detecting the
final effect of the model on the test set. Embedded feature
selection algorithm is used to automatically select features in
the process of training classification model [15]. 'e com-
monly used filtering text feature dimensionality reduction
algorithms are described in detail below.

3.1.1. Term Frequency-Inverse Document Frequency (TF-
IDF). TF (term frequency) means word frequency in Chi-
nese and IDF (inverted document frequency) means inverse
text frequency index in Chinese. 'e theoretical focus of its
algorithm is applied to text feature selection, which is to
calculate the reciprocal product of the number of times a
single text feature appears in the overall text set and the
number of documents [16]. 'e calculation is shown in the
following formula:

TF − IDFa �
Na,A

NA

· log
Z

Za + 1
, (1)

where Na,A represents the number of times the text feature a

appears in document A, NA represents the total number of
words in document A, Z refers to the total number of
documents in the corpus data, and Za refers to the number
of documents including text feature a.

When using the term frequency-inverse document fre-
quency as the method of text feature selection, there are
mainly the following two disadvantages: (1) when the data
set is skewed, the calculation method of inverse document
frequency will be affected by the imbalance of the number of
documents, which is difficult to achieve our desired goal, and
(2) the scoring standard only takes the contribution of text
features to the whole as the weight, ignores the performance
ability of text features in a single category, and the ability to
distinguish between categories is weak [17].

3.1.2. CHI Square Statistics. After calculating the CHI
squared value for letters and categories, the CHI squared
value is calculated from large to small. 'e higher the value,
the better the relationship. 'e CHI square value of text
feature a and category P is calculated as shown in the fol-
lowing formula:

x
2
(a, P) �

N∗ (AD − BC)
2

(A + C)∗ (B + D)∗ (A + B)∗ (C + D)
, (2)

where A is the number of documents with text feature a and
belonging to category p; B is the number of documents with
text feature a but not belonging to category P, C is the
number of documents without text feature a but belonging
to category P, D is the number of documents without text

feature a and not belonging to category P, and N is the
number of total documents [18]. For multiple distributions,
count the squared CHI values for each format contained in
the corpus data, and then, assign a mean or higher value
based on the squared CHI value of text a. Studies have shown
that the squared CHI statistic for the largest breast in
multiple distributions is superior to the squared CHI statistic
in terms of time and effect [19].

'e CHI square statistical algorithm for text feature
selection mainly has the following two disadvantages: (1)
because the CHI square statistical algorithm based on in-
terclass discrimination does not consider the competition
between similar feature words, for example, it does not
consider the interference of word frequency distribution
between each type of feature words, which reduces the
accuracy of its evaluation features and exaggerates the role of
low-frequency words; (2) because there is the factor
(AD − BC)2 in the formula, if AD<BC occurs in multi-
classification, the characteristic words with poor classifica-
tion effect will be wrongly given high score evaluation, which
will interfere with the evaluation expressiveness of charac-
teristic words.

3.1.3. Mutual Information (MI). Mutual information algo-
rithm is a statistical algorithm that shows the correlation
between two subjects. In text feature dimensionality re-
duction, it calculates the relationship between text features
and corpus categories. It is used for text feature selection. It
is usually used to judge the amount of information asso-
ciated with text features and various categories as shown in
the following formula:

MI a, cj  � log
p a, cj 

p(a) · p cj 
,

� log
p a|cj 

p(a)
,

(3)

where p(a, cj) represents the probability of the existence of
text feature a in Category cj, p(a) represents the probability
of the existence of text feature a in the total number of
documents, p(cj) represents the probability of the existence
cj of category in the total number of documents, and p(a|cj)

represents the probability of the existence of text feature a in
category cj. Let c1, c2, c3, . . . , cn  represent the collection of
categories in the document, then the mutual information
calculation of text features in corpus data is shown in the
following formula:

MI(a) � 
n

i�1
P ci( MI a, ci( . (4)

Computational approaches to data sharing are always
algorithms with the following disadvantages: (1) ignoring the
influence of word frequency factor on features, the formula
focuses on the selection of low-frequency words, resulting in
the loss of some feature words with high word frequency and
strong classification; (2) the feature may have a negative
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value for themutual information calculation value of a single
category, indicating that the text feature does not exist or
exists less in this category, which plays an important role in
category judgment, and the value of the data cannot be
affected in the computational model of the data sharing
algorithm; (3) when the resources of various documents in
the data set are unbalanced, the evaluation of text features is
not accurate.

3.1.4. Information Gain (IG). 'e information gain algo-
rithm takes the value brought by the feature to the whole as
the evaluation standard and represents the amount of in-
formation brought by the feature to the system according to
the difference between the amount of information when the
system includes feature a and does not include feature a [20].
When calculating the information gain of a single text
feature, calculate the difference between the direct line of the
classification system when the text feature a is included and
the direct line of the classification system when the text
feature a is not included, which represents the information
gain brought by the text feature a to the classification system
and the contribution value of the text feature a. 'ere are
two cases without feature a: the first case is that feature a

does not exist in the classification system, and the second
case is that feature a exists but a has been fixed in the
classification system. In the actual calculation process, we
use the second method to calculate. At this time, the amount
of information is also called “conditional Di,” and the
condition is that the feature a has been fixed. In the Chinese
text classification system, when feature a is fixed, there are
two situations: occurrence and nonoccurrence. We use a to
represent the occurrence of feature a and a to represent the
nonoccurrence of feature a. Let c1, c2, c3, . . . , cn  represent
the collection of categories in the document and p(ci)

represent the distribution probability of various texts. 'e
calculation is shown in the following formula:

IG(a) � − 
n

i�1
P Ci( log2 P Ci( 

+ P(a) 
n

i�1
P Ci|a( log2 P Ci|a( .

(5)

'e disadvantages of using the information gain method
to evaluate the weight of text features are as follows: (1)
paying too much attention to document frequency and
weakening the attention to word frequency; (2) when the
resources of various documents in the data set are unbal-
anced, the actual evaluation of text features will deviate from
the expectation, resulting in inaccurate evaluation [21].

3.2. Language Model and Text Representation Method.
Language model is used to model natural language. 'e
traditional language model is a statistical language model,
which is a probability distribution function representing
language fragments. Its mathematical expression is as
follows:

p(W) � p w
T
1  � ΠT

t�1p wt|Context( , (6)

where W � wT
1 � (w1, w2, . . . , wT) represents the language

fragment composed of T words w1, w2, ..., wT in order and
p(W) represents the probability of these words being
combined. According to the Bayesian formula, the p(W)

chain can be decomposed into the following equation:

p w
T
1  � p w1(  · p w2|w1(  · p w3|w

2
1  · · · p wT|w

T−1
1 .

(7)

If the context of each word is uniformly recorded as
context, the expression of equation (6) can be obtained.
Different language models can be formed according to dif-
ferent context division strategies. 'e design usually includes
the N-gram structure, n-pos structure, decision model,
maximum entropy model, maximum entropyMarkov model,
and neural network language model. Different text modeling
methods will have different effects. At the same time, each
language model also has its own characteristics.'e following
is an introduction to each language model:

3.2.1. N-Gram Model. 'e N-gram model determines the
occurrence of a word relative to the n words that precede it.
'e biggest is when n� 1, that is, the occurrence of a word
only interacts with the word itself [22].'is languagemodel is
called context-free model as shown in the following equation:

p wt|Context(  � p wt( ,

�
Nwt

N
.

(8)

When n≥ 2, it is called context-dependent model. In
general application, it takes n� 2 or n� 3, that is, Bigram or
Trigram.'e advantage of N-grammodel is that it takes into
account the factor of the first n− 1 words, which have strong
meaning in natural semantics. At the same time, using
Bigram or Trigram can greatly simplify the calculation scale
and improve the efficiency [23]. However, the n-gram
language model itself has some limitations. For example, the
N-gram model is based on the relationship between the
corpus, the corpus is insufficient, and the training result is
generally not ideal. Moreover, this model ignores the sim-
ilarity relationship between words, only considers the re-
lationship between words and context, but does not consider
the relationship between words. Secondly, the N-gram
model will have a statistical probability of 0 when some
tuples have not appeared. 'is will lead to the probability of
the whole language sequence to be 0. In this case, it often
needs to be corrected to obtain accurate results.

3.2.2. N-Pos Model. 'e n-pos model is a language model
derived from the N-gram model. 'e n-pos model is based
on the following assumptions: considering the first n words
alone is not enough to represent the characteristics of the
current word, and the word collocation in natural language
is often determined according to the grammatical function
of the word. 'erefore, n-pos classifies the first n words of
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the current word according to the grammatical function, and
these words determine the probability of the current word.
'is classification is called Part-Of-Speech, that is, the origin
of the n-pos algorithm. 'e conditional probability formula
of the n-pos model is shown in the following equation:

p(w) � p w
T
1 ,

� 
T

t�1
p wt|c wt−n+1( , c wt−n+2( , . . . , c wt−1( ( .

(9)

c is the part-of-speech mapping function, and c(wt)

means to map the word wt to its part-of-speech category. If a
language sequence has T words and K part-of-speech clas-
sifications, the conditional probability solution process of
n-gram can be changed from Tn−1 to Kn−1, which greatly
improves the calculation efficiency, and the improvement of
this efficiency will not affect the decline of accuracy.

3.2.3. Maximum Entropy Model. 'e main idea of the
maximum entropy model is as follows: when estimating the
probability of random events, if the probability model
satisfies certain constraints, then when the constraints are
met, the unknowns are meaningless. In this case, the
resulting distributions are usually similar, and the entropy of
the received distribution is the largest [24]. 'e probability
distribution formula of the maximum direct language model
is shown in the following equation:

p wt|Context(  �
e
Σiλifi(context,w)

Z(context)
, (10)

where λi is the parameter and Z(context) is the normali-
zation factor.

3.3. Overall Framework Design of Text Tendency Analysis
System. 'is system is a text analysis system designed for the
analysis of film review tendency. Its main process design
consists of four parts: text preprocessing stage, text storage
stage, text analysis stage, and result display stage. 'e
processing flow chart is shown in Figure 2.

Firstly, the system obtains the comment information of
the film as the initial corpus, then saves it as the training
corpus after preprocessing the film information, and then
enters the text analysis stage, including the training and
classification of the model. 'e output is the trained text
tendency classification model, shows the accuracy of the
model through the display interface, and provides the in-
terface to demonstrate the judgment of the tendency of the
text [25]. According to the overall process of the system
described above, the overall framework of the system is
designed as shown in Figure 3.

'e system is divided into three main modules: text
preprocessing module, text storage module, and text analysis
module. 'e following is the function introduction of each
module:

(1) Text preprocessing module: the text preprocessing
module is mainly responsible for text acquisition and

processing. 'e text acquisition uses the customized
spider crawler to obtain the text corpus. Compared
with the general crawler, the indiscriminate crawling
training corpus will produce a lot of noise for the
extraction of text features. 'ese noises will greatly
reduce the accuracy of text training, thus affecting the
final effect. Using customized crawlers, we can crawl
the required corpus for analysis according to the
characteristics of web pages. For example, for film
comment information, the content to crawl includes
comment subject, number of likes, comment scoring,
comment label, and other information. 'e general
crawler often simply removes the web page tag,
leaving the text part as the training corpus. 'e
granularity of such text corpus is very coarse, and the
effect after word segmentation and filtering is often
difficult to meet the requirements [26]. 'e differ-
ential classification of these information can not only
remove the noise influence of the corpus but also
facilitate the extraction of text features.
Another important function of the text pre-
processing module is to segment and label the
crawling corpus. For text tendency analysis, it is
necessary to label the emotional words in the text.
'e tagging of emotional words is very helpful for the
weight calculation of feature extraction. Emotional
words are words stored in the emotional dictionary.
'e emotional dictionary often contains the part of
speech, level, subjective, and objective attributes of
these words. By judging the emotional words of the
text, we can obtain the emotional level of the sen-
tence in the text, and by judging the emotional level
of the sentence, we can obtain the emotional level of
the text segment, which is of great help to judge the
emotional level of the whole text.

(2) Text enclosure: the text storage module saves the text
into a special format and saves it into the distributed file
system as the input of text analysis. In order to achieve
fairness, the processed text needs to be divided into two
categories: one is the training corpus with emotional
level, and the other is the test corpus with implicit
emotional level. Finally, the accuracy of the system is
measured by comparing the scores obtained from the
analysis of the test corpus with its actual scores.

(3) Text analysis module: the text analysis module uses
twomethods to represent text from the text. One is to
vectorize the language according to standard neural
network languages, and the other is to extract the
content using grammar. Based on the text vector
combined with word vector features and topics, the
classification model is trained, and the classification
model is finally obtained for analysis.

3.3.1. Design of Text Preprocessing Module. 'e text pre-
processing module includes customized crawler module and
word segmentation module, and its module composition
diagram is shown in Figure 4.
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3.3.2. Design of Text Storage Module. 'e main function of
the text storage module is to store the crawled comment
corpus and the preprocessed text. In order to prepare for text
analysis, the system uses HDFS as the file system for text
storage, saves the positive and negative text to HDFS, and
saves the meta-information of the file in the database. When
used to generate the model, the text analysis module reads
the text meta-information from the database and then
downloads the text to be trained from IDFS for local
training. HDFS is generally used as the underlying storage
system of the spark big data platform. Spark has a special
interface to read text from HDFS and convert it into RDD.
At the same time, RDD can also be persisted to HDFS as
intermediate results. HDFS is a master-slave architecture.
HDFS groups contain a personal name and some file nodes.
As the owner of the node, the name node is mainly re-
sponsible for managing the names of system files and
providing scheduling time for users to access data. Data
nodes are storage nodes. Usually, each data node corre-
sponds to a physical node in the cluster to manage the file
data stored on it [27]. HDFS file system provides a name
space and allows users to store data in files. Files are stored
on a group of data nodes in the form of data blocks. Figure 5
is the architecture diagram of HDFS.

Website

Crawler module

Word segmentation 
module

Annotation module

Storage module

Figure 4: Text preprocessing flow chart.

WWW

Preprocessing
stage Corpus Text analysis stage

Portal exhibit

Figure 2: Schematic diagram of text analysis and processing flow.

WWW
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Module

Text Storage 
Module

Text Analysis 
Module

Portal

Figure 3: Overall framework of text tendency analysis system.
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'e text storage module is a storage module designed
based on HDFS. It adopts the way of small file storage. 'e
crawler classifies the crawled comment text by movie cat-
egory and saves it to the IDFS file system, then saves the path
meta-information of the comment file on HDFS to the
database, and saves other information of the file in the
database, such as movie name, category, crawl time, and the
number of comments. At the same time, the text pre-
processing module will obtain the crawled comment in-
formation through the database and construct a corpus for
text tendency analysis. 'e constructed corpus will be saved
to the text storage system in a fixed directory structure. 'e
text storage module is shown in Figure 6.

Take MySQL as the database information of comment
text, and the database table storing comment information is
shown in Table 1.

In the crawler crawling process, the text preprocessing
module will process the saved comment text at the same time
and save the processed comment text to the corpus. 'e
corpus directory structure is organized according to certain
rules. Its purpose is to provide the training module with
available training corpus and use it to persist the trained
model data, which is saved on HDFS.

3.3.3. Design of Text Analysis Module. 'e text analysis
module is used to model the text. 'e text modeling method
adopted by the system is to train the text model by inte-
grating the text vector representation and text topic rep-
resentation, which absorbs the advantages of both the
language model based on statistics and the language model
based on neural network. 'e module flow chart of the text
analysis module is shown in Figure 7.

Among them, the Doc2vec algorithm is used for text
vector representation, LDA Algorithm is used for text
subject representation, and the Doc2vec algorithm is the
vectorization of text fragments, which can be used to rep-
resent the characteristics of the text. 'e text topic repre-
sentation adopts LDA Algorithm. LDA Algorithm is a text

topic model algorithm. It extracts the topic of the text, and
sparse represents the text. It can also be used as the feature
model of the text. 'e feature vector of the text can be
obtained by fusing the two vectors, and then, the text
classification model can be obtained by using the SGD
classification model. 'is model is the language model fi-
nally used for propensity analysis.

4. Results and Analysis

4.1. Experimental Design and Analysis

4.1.1. Experimental Design and Process. In the overall pro-
cess design of the experiment, due to more preparations, the
overall process is divided into two parts. 'e first part is the
preparation process before text dimensionality reduction
using the genetic algorithm, and the second part is the
execution process of text feature dimensionality reduction
using the genetic algorithm. 'e preparation process is
shown in Figure 8.
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'e specific operations in the preparation process are as
follows:

'e first thing to be decided is the classification algo-
rithm used to generate the classificationmodel. According to
the characteristics of small data set, high text feature di-
mension, and secondary classification, the support vector
machine with solid theoretical foundation is decided to be
used as the classification algorithm of the training data
generation model. We also include the preprocessing part of
text data into the preparation process. In this step, we need
to process punctuation, segment words, and remove stop
words.'e specific contents are as follows: firstly, the symbol
table is made according to the common symbols and special
symbols in the corpus, and the symbols in the text are ac-
curately removed. 'en, the precise mode in Jieba word
segmentation introduced above is used to realize word
segmentation and obtain the text feature set. Finally, the stop
words in the text feature set are removed according to the
stop word table of Harbin Institute of technology. 'en, the
text representation methods are selected. According to the
comparative experimental analysis of three text represen-
tation methods in Chapter 3, the text data set used in the
experiment has the best classification effect when using text
Boolean representation method [28]. 'erefore, the text
Boolean representation method is selected to represent the
text structurally. Finally, the text features need to be pre-
liminarily filtered to obtain the individual gene group in the
genetic algorithm because it is found that the classification
effect is often poor when using full features to process text
data. It shows that there are many redundant or irrelevant
item features in the text feature set. Affected by these item
features, the expected classification accuracy cannot be

achieved. In order to improve the classification performance
of the classification model and reduce the spatial complexity
of the next genetic algorithm, a step is added before using the
genetic algorithm. TF-IDF filtered feature selection di-
mensionality reduction algorithm is used to preliminarily
filter the text features, and the first 10000 of the 19036 text
features obtained after word segmentation are selected as the
gene set of chromosomes.

'e execution flow of dimensionality reduction of text
features using the genetic algorithm is shown in Figure 9.

4.1.2. Experimental Data and Parameters. 'e data used in
this experiment is the hotel psychiatric examination written
by Professor Tan Songbo, with a total of 10,000 corpora,
including 3,000 good corpus and 7,000 negative corpus. In
order to reduce the influence of unreliable data distribution,
2000 positive and negative data are used in the training
process, and then, 100 positive and negative corpora are
selected from the corpus according to the experimental
process. 'is experiment runs on Linux 413 system. 'e
code language of the experiment is Python 3, and the
classification algorithm is the support vector machine. Be-
cause in support vector machine, RBF kernel function is
suitable for high-dimensional nonlinear classification, and
the effect is the best in the comparison experiment with
other kernel functions, RBF kernel function is adopted in the
experiment, the penalty coefficient is set to 400, and gamma
is 1/k (k� the number of text features selected by individ-
uals). In the parameter setting of the genetic algorithm, we
set the number of individuals in the population to 20, the
population termination algebra to 160 generations, the se-
lection operator to RWS (roulette selection algorithm), the
crossover probability to 0.7, and the mutation probability to
0.0001 as shown in Table 2.

4.1.3. Experimental Results and Analysis. As shown in
Figure 10, the black line is the line graph of fitness function
of the best individual in each generation of population, and
the red line is the average line graph of fitness function of all
individuals in each generation of population. From the
broken line diagram, it can be found that both the optimal
value and the mean value show a gradual upward trend in
the early stage of population reproduction. We regard the
difference between the two broken lines as the distribution of
individuals in the solution space. It can be found that when
using the traditional genetic algorithm to reduce the

Feature fusion

Train a classification model

Propensity analysis

Text vector 
representation

Text topic 
representation

Figure 7: Structure diagram of text analysis module.

Table 1: Comment information database.

Column name Type Primary key Is empty Explanation
ID Int Yes No Primary key
MovieName Varchar No No Movie name
Type Int No No Movie types
CrawlDate DateTime No No Crawl time
AveScore Int No No Star
CommentsCount Int No No Number of comments
CommentsFilePath Varchar No No 'e comment text is in road on HDFS path
Tag Int No No Has been dealt with
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dimension of text features, the distribution of individual
solutions formed by different text feature subsets in the
solution space changes constantly between dispersion and
concentration, and the distribution of individual solutions in
the population is relatively scattered in the periods of 1 to 35
generations and 93 to 125 generations. During the 36–92
generation and 126–160 generation, the distribution of in-
dividual solutions is more concentrated.'e dispersion after
each concentration is a process of jumping out of the local
optimum. Under the condition that the maximum repro-
duction algebra is 160, we can regard the last 126 to 160

generations as the last population convergence part. In the
last population convergence part, with the help of the green
broken line, we can easily find that the individual with the
maximum fitness function value in the reproduction process

Start

Create initial
population

Fitness 
calculation

Termination
Condition

output optimal 
individual

End

Roulette 
selection

Even cross

Basic bit variation

Next generation 
population

NO YES

Figure 9: Execution algorithm flow.

Table 2: Experimental parameters.

Parameter name Parameter value
Kernel function RBF
Penalty coefficient 350
Gamma 1/d (d� feature dimension)
Population size 20
Iteration number 150
Selection technique RWS (roulette selection algorithm)
Crossover type UC (even cross)
Crossover rate 0.8
Mutation type SM (basic bit variation)
Mutation rate 0.0002
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Figure 10: Population performance of different generations.
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appears in the 132 generation population, and this individual
is the optimal solution we are looking for. Comparing it with
the text feature subset obtained by the filter algorithm TF-
IDF and CHI at the optimal macro average value, it can be
found that the optimal individual obtained by the genetic
algorithm has better recall rate, accuracy, and macro average
value than a single filter algorithm, in which the recall rate is
significantly improved.

Table 3 shows the comparison of recall rate, accuracy
rate, macro average value, and characteristic dimension
when the macro average value is obtained based on CHI,
TF-IDF, and GA. It can be found that GA obtains the
highest macro average value when the dimension is 5648,
CHI obtains the highest macro average value when the
dimension is 8000, and TF-IDF obtains the highest macro
average value when the dimension is 9000 (CHI and TF-
IDF obtain the highest macro average value through
multiple comparisons by dichotomy). 'e experimental
results show that the highest macro average value of CHI
is similar to that of GA, the macro average values of both
are higher than those obtained by TF-IDF method, and
the recall rate of GA is significantly higher than that of
CHI and TF-IDF of filter algorithm. Compared with the
dimensionality reduction effect at this time, it is obvious
that the dimensionality reduction effect of GA is much
better than that of CHI and TF-IDF. As shown in Fig-
ure 11, the optimal dimension numbers of GA, TF-IDF,
and CHI are 5648, 9000, and 8000, respectively. Com-
pared with the dimension number 19033 after word
segmentation, the dimension reduction rates of GA are
70.3%, 52.7%, and 58%, respectively. 'e dimension
reduction rates of GA are 17.6% and 11.7% higher than
those of TF-IDF and CHI, respectively. 'e dimension
reduction effect is remarkable. By dividing the experi-
ment from the hotel review data, the experiment shows
that this paper is based on the CHI filtering algorithm,
TF-IDF filtering algorithm, and feature selection algo-
rithm based on genetics and the text feature selection
algorithm based on genetic algorithm. In the case of
macroscopic media (such as distribution effects), the
dimensionality reduction ability is the best, and the
distribution efficiency is good.

4.2. Research and Analysis of Text Feature Dimensionality
ReductionBased on ImprovedGeneticAlgorithm. In order to
solve the problems of the TF-IDF algorithm and enhance
the class discrimination ability of the algorithm, the
mutual information filtering feature selection algorithm
is introduced to calculate the text feature weight, and the
traditional TF-IDF algorithm is improved. 'rough
mutual information algorithm, we can get the informa-
tion weight value between feature words and single
category documents. It is planned to replace the calcu-
lation significance of the number of documents with
feature words in TF-IDF with the dispersion of feature
words and the weight value of each category information.
Formula (11) calculates the average value of mutual in-
formation of feature word a among various texts.

MI �
1
j



j

1
MI a, cj . (11)

In formula (12), by calculating the standard deviation of
the mutual information weight between the feature word
and various texts, the dispersion degree of the weight value
of the feature word and each category of information is
expressed.

s �

��������������������

1
j



j

1
MI a, cj  − MI 

2




. (12)

Finally, based on TF-IDF and MI, a new text feature
weight calculation method with the overall contribution
ability and category contribution ability of text features is
obtained as shown in the following formula:

FUSIONa �
Na,A

NA

log 1 + e
s

( . (13)

In order to verify that the text features selected by the
filtering selection algorithm of multirule fusion have
better classification effect, the following experiments are
carried out. TF-IDF, MI, and fusion algorithms are used
to calculate the weight value of the experimental data,
respectively, and the top 10000 text features with high
weight value are filtered. 'e text Boolean representation
method is used for text representation, and support
vector machine is used as the classification algorithm to
generate the model for experimental effect comparison.
'e data used in the experiment is the same as the ex-
perimental data used in Chapter 4. It is the hotel com-
ment emotion analysis corpus collected by Professor Tan
Songbo. 'ere are 4000 training sets and 200 test sets. 'e
kernel function of support vector machine uses RBF, the
penalty coefficient is set to 400, and the gamma is 1/
10000.

4.2.1. Experimental Results. 'e experimental results are
shown in Table 4. 'e first 10000 features are obtained by
using the new filtering algorithm of multirule fusion. 'e
effect of the model after training on the test set is better than
that of MI and TF-DF. 'e accuracy, recall, and macro
average are more than 80%. Compared withMI and TF-IDF,
the accuracy, recall, and macro average are 8% and 3%
higher, respectively, 5% and 4% higher, respectively; and
5.9% and 2.9% higher, respectively. 'e feasibility of the
algorithm in the experimental data is proved. 'erefore, in
the preparation process, the multirule fusion filtered feature

Table 3: Comparison of GA, CHI, and TF-IDF when macro av-
erage is the best.

Precision (%) Recall (%) Macro-F (%) Dimension
GA 85.50 93.29 87.30 5545
CHI 85.50 87.07 87.3 8220
TF-IDF 85 87.87 88.9 9560
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selection algorithm is used to filter the text features to form
the individual gene group to be selected.

4.2.2. Design and Process. In order to improve the text
feature selection ability of the genetic algorithm, improve the
convergence speed, and achieve the effect of dimensionality
reduction, the preparation process and execution process of
text feature dimensionality reduction using the traditional
genetic algorithm in the previous chapter are improved step
by step. 'e overall flow chart of the improved algorithm is
shown in Figure 12.

In the preparation process stage, in order to make the
text features obtained after preliminary filtering have better
performance ability and reduce the omission of excellent text
features, TF-IDF algorithm is improved. According to the
problems of the TF-IDF algorithm and the advantages of the
mutual information algorithm, the two are fused to form a
new multirule fusion filtering feature selection algorithm,
which makes the text feature gene group obtained after
preliminary filtering have better expressiveness and
persuasion.

4.2.3. Experimental Analysis. Figure 13 is a broken line
diagram of individual performance of different generations
in the improved genetic algorithm, in which the black
broken line represents the maximum value of individual
fitness function in each generation, and the red broken line
represents the average value of all individual fitness func-
tions in each generation. It can be found from the red broken
line that when the population continues to multiply, the

individual’s external performance is constantly improving,
and the improvement is relatively gentle most of the time.
Measuring the difference between the black broken line and
the red broken line represents the dispersion degree of the
individual population. It can be found that the general
difference within the stage range is gradually shrinking,
which is in line with our expectations for population re-
production, that is, the population gradually converges in
the reproduction process. When the population reproduces
to 86 generations, the optimal individual appears, and the
fitness function value is 0.8925.

Figure 14 is a comparison diagram of the energy function
of the genetic algorithm and the genetic improvement al-
gorithm. By comparing the average physical activity cost of
each population, it can be seen that the genetic algorithm
and the improved algorithm in this form of physical activity

Table 4: Effect comparison of gene group selection algorithm.

Precision (%) Recall (%) Macro-F (%)
MI 70 73 76
TF-IDF 75 77 75.4
FUSION 80 81 81.9
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usually show a significant increase in the growth rate of 100
generations. In the first stage of population breeding, all the
benefits of genetic improvement algorithms over traditional
genetic algorithms are the result of many different fusion
algorithms and methods that select workers in repair, and
therefore improve the performance of individuals in the first
population. In the genetic algorithm, the energy function
increases gradually, and the increase is not obvious, and the
frequency of the population mean decreases, while in the
improved genetic algorithm, the population mean increases
by 3 times. It can be seen that the improved genetic algo-
rithm is better than the traditional genetic algorithm.

'e experimental results show that the features screened
by the improved genetic algorithm have better feature

screening ability, larger dimension reduction range and
higher accuracy, recall, and macro average than the single
TF-IDF algorithm and CH algorithm. It is faster than the
traditional genetic algorithm and can find the optimal in-
dividual with better dimension reduction effect and classi-
fication performance in a shorter time.

5. Conclusion

'e development of the Internet is more and more rapid.
With the continuous progress of science and technology,
mankind will slowly enter the intelligent era. A series of
applications based on text analysis will gradually affect
people’s way of life. However, the field of text analysis is
still under exploration, and the old research methods are
no longer suitable for the current needs. Based on the
latest research results and combined with the genetic
algorithm, this paper makes a systematic research on the
field of text analysis. In this paper, the experimental
process is clarified in a phased way. After the relevant
operations of the preparation process, the dimension of
text features is reduced by the genetic algorithm, so that
the dimension-reduced text features can achieve better
results in the application of text classification, and is
based on the traditional genetic algorithm. According to
the problems of convergence speed and local optimiza-
tion, the relevant steps are improved, and the effective-
ness of the improvement is proved by experiments. 'e
main improvements include the following two aspects:

(1) Improvement in the preparation process stage: the
filter feature selection algorithm based on the mul-
tirule fusion is used to select gene groups, which
avoids the problems of the TF-IDF filter feature
selection algorithm in gene group selection, and
then, the rationality of the improvement is verified
by classification performance evaluation.

(2) Improvement of execution process stage: the gen-
eration mode of individuals in the initial population
is changed, the operation of population diversity
calculation is increased, and the fitness function is
modified to increase the influence ability of di-
mension. Finally, in order to speed up the conver-
gence speed, the probability of the constant crossover
operator and variation operator is changed into an
adaptive mode. 'e experimental results show that
the improved genetic algorithm improves the con-
vergence speed and local optimization.
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