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In fact, with the quick growth of IoT-related industries in recent years, multimedia contents such as digital image videos have also
shown explosive growth. In the sensing layer of the three-layer IoT architecture, sensors are the most critical part, which mainly
sense the state of the environment. In this paper, an image self-coding algorithm based on the IoT perception layer is proposed.
There is no specific encoding algorithm for the pictures collected by the current Internet of Things network perception layer. This
results in poor search results for the network images collected by the sensor at the perception layer. A deep convolutional neural
network image self-coding algorithm based on the IoT perception layer combines prior knowledge with deep involutional aural
networks to increase the discriminative ability of images while preserving the message of the images themselves and improving the
goal of image search accuracy. The experimental results show that the block search algorithm is used for image registration to
reduce energy consumption, the absolute difference sum algorithm is improved to improve the accuracy of image registration, and
the progressively out weighted average algorithm is used to stitch the images. After image stitching, the communication volume

with the base station is reduced, which can effectively reduce the network load by 60%.

1. Introduction

The IoT is mainly used for the purpose of perception [1, 2].
Like skin, the awareness level can be employed to collect
information, identify the messages collected, and evaluate
the impact of information interactions on the IoT [3]. They
are effectively interconnected at anytime and anywhere but
there is a threat of information disclosure to a certain extent.
If this situation is not effectively protected, it is likely that the
information will be used, thereby harming the legitimate
interests of people. The web layer is the brain and infor-
mation transmission and processing of the nerve center of
the Internet of Things [4, 5]. The adoption level is a com-
bination of the “social divide” of the IoT and industry re-
quirements, allowing for a wide range of smarts [6]. Apply
level is the intensive blend of IoT and professional tech-
nology of industry, combined with industry demand, to
achieve industry smartness, which is analogous to human
community partition, and finally constitutes human com-
munity [7, 8]. The sensing layer is the core of the IoT. Itis a
vital part of data collection. Through the sensing layer, IoT
can realize the sensing of objects [9, 10]. Through the

device’s radio frequency identification, sensors, two-di-
mensional code, etc., it is connected to the wireless network
through the interface, thereby giving the object “intelli-
gence” [11]. To enable communication and dialogue between
people and things, as well as between organizations, the
network that links organizations is known as the “ IoT.”
Therefore, IoT is based on sensor networks. Common
sensing layers are RFID, wireless sensor networks, and other
sensing devices [12, 13].

The IoT perception layer has information security
characteristics. Generally speaking, the node devices of the
IoT perception layer have no value. If there are no corre-
sponding protection measures, the system will be persecuted
once an intruder invades. Communication systems are very
vulnerable to security threats. Intruders can tamper with the
information layer of the IoT at will. The existence of a large
amount of false information seriously affects the security
environment of the IoT [14]. The network layer signal is the
main transmission method, but the network environment
itself is uncertain. When the nodes of the IoT perception
layer work normally, criminals and attackers can use illegal
means to steal information from the IoT perception layer. In
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addition, criminals can also camouflage their identities to a
certain extent. This camouflage is still legal, so it is difficult to
perceive the identity problem, and finally to achieve the
purpose of stealing IoT user information. Some attackers
even use signal bombing to destroy nodes in the IoT per-
ception layer. The information security characteristics of the
Internet of Things application layer, because the related
power-saving devices are not protected during the operation
of the IoT, it is easy to configure information remotely.
Tampering with criminals, tampering, and erasing infor-
mation are the main threats facing IoT systems [15]. Al-
though current IoT information management platforms
have corresponding security standards and specific pro-
tection measures, there are still hidden dangers in the IoT
itself. Both audit security and the security of IoT identity
authentication are threatening the normal operation of the
IoT. In addition, the problem of human-computer inter-
action has become more and more obvious, and the reli-
ability of the IoT is threatened. At the application layer, data
processing and analysis must be performed. These two as-
pects will also face security and stability issues during
implementation [16].

With the rapid recognition of the concept of the IoT and
the strong support of the country, the application of the [oT
will continue to expand and deepen. As intelligent nerve
endings, the sensing layer will be widely used. Considering
the shortcomings of the sensor nodes in terms of energy,
computing power, storage capacity, etc., the security of the
sensor network is also very challenging. Xing-Yuan Wang
presents a new and valid graphical image encryption al-
gorithm using chaos and DNA coding rules [17]. Using the
piecewise linear chaotic graph (PWLCM) and logic diagram
to generate all the parameters required by the proposed
algorithm, DNA coding technology is used as an auxiliary
tool. Chen and Guo Tai proposed an eflicient encoding
algorithm that requires only $ N $ bits of memory and has an
XOR operation [18]. In addition, auxiliary variables in the
algorithm can share memory to reduce additional memory
requirements. In addition, a parallel 2bit encoding algo-
rithm is also proposed to improve encoding throughput.
Menassel et al. provide a more detailed study of the wolf pack
algorithm for fractal image compression [19]. The entire
image is considered as a space search, where the space is
divided into multiple blocks, and the scooter wolf explores
the space to find other smaller blocks, which are similar to
their parameters. taxi wolf read the entire space carefully and
chose the most suitable plot. After a fixed number of iter-
ations, or if there is no improvement in the lead wolf so-
lution, the process will stop. When the signal is
undersampled along the low bandwidth direction, no ali-
asing occurs. In this study, Schmidt and Seginer used this
feature to divide the SPEN experiment into many interlaced
shots, and the inaccuracies of these shots are automatically
compared and corrected as part of the navigator-free image
reconstruction analysis [20]. This can explain the normal
phase noise and the motion of objects during signal
collection.

With the development of software radio and cognitive
radio technology, research on multisystem communication
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signal automatic modulation recognition has made much
progress and results. Although there are various methods for
identifying communication signal modulation methods,
modulation recognition is essentially a pattern classification
problem. Its identification research content is mainly the
extraction of classification features and the design of clas-
sifiers. This paper proposes an image self-encoding algo-
rithm based on the perception layer of the IoT. There is no
specific encoding algorithm for the pictures collected by the
current perception layer of the IoT. This results in poor
search results for the network images collected by the
sensors of the perception layer. A deep convolutional neural
network image self-coding algorithm based on the per-
ception layer of the IoT, combining prior knowledge with
the deep convolutional neural network while retaining the
information of the image itself, increases the discrimination
of the image and improves the image recognition ability. The
goal of image search accuracy. Experiments show that
compared with other algorithms’ objective indicators, the
accuracy and average accuracy of the algorithm mean the
effectiveness of the algorithm, especially at low coding
length.

2. Proposed Method

2.1. IoT Architecture. The IoT is an extension of the tradi-
tional network, breaking through the mindset of people-to-
people interconnection, and achieving the interconnection
between people and equipment, equipment and equipment
[21]. The unlimited potential and huge influence of the
Internet of Things has aroused widespread concern in ac-
ademic circles, and research on the Internet of Things has
also achieved outstanding results. Following the three-tier
architecture of the Internet of Things is a general consensus
among academics.

The perception layer uses various types of perception
layer devices as antennas to obtain large-scale dynamic and
static information in the physical world. Dynamic infor-
mation includes monitoring environmental changes and
behavioral changes. The static information includes the basic
situation of the article and the identification of the substance.
Due to a large number of devices at the sensing layer, the
collection of measurement data by various types of devices is
performed in a multidimensional, multiclass, and multi-
standard distributed manner, reaching into all directions
and all angles of the measurement environment. It requires
the coordination of each piece of equipment in processing.
Finally, the gateway enables the data in the perception layer
to interact with other applications or devices in the network
to achieve shared resources [22]. The perception layer in-
cludes a sublayer for collecting information, a sublayer for
data cooperative processing, and communication technol-
ogy. The collection information sublayer collects informa-
tion data in the real environment through various devices of
the perception layer. The devices responsible for information
acquisition in the perception layer include RFID (radio
frequency identification technology), sensors, laser scan-
ning, and multimedia devices. The data cooperative pro-
cessing sublayer completes the preliminary processing of the
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data by coordinating various devices, and removing re-
dundant information in the perceptual data so that the data
transmitted by the perceptual layer has higher accuracy and
improves transmission efficiency. The middleware of the
perception layer solves the heterogeneity problem of the
device so that the acquired data can be applied to various
applications. The functions implemented include position-
ing, synchronization, management of devices, code, status,
and services. The data sensed by the collected information
sublayer is submitted to the data coordination processing
sublayer for preliminary processing, and more real and
effective intelligence from the physical world is submitted to
the network layer.

The main function of the network layer is to transmit
data and send the data obtained by the perception layer to
the upper-layer applications through the basic network such
as the Internet. In addition to the Internet, there are mobile
communication networks such as the Broad Grid, TD-
SCDMA, Ethernet, Bluetooth, ZigBee and other short-range
wireless networks, digital trunking and other dedicated
networks, and satellite networks [23]. The network layer
needs to solve the related problems of communication
transmission. The perception layer transmits the redundant
data to the network layer, and the network layer performs
protocol conversion on it and selects a better routing line for
forwarding so that the target device can receive the data
smoothly. The Internet of Things network layer is composed
of two types of networks: access networks for multiple
heterogeneous network connections and transmission net-
works for information interaction. The network layer of the
IoT encompasses almost all current network types, creating a
connection, that is, larger than the Internet. In order to
achieve information exchange in the IoT, data needs to be
routed by multiple types of networks [24]. And due to the
different technical characteristics of heterogeneous net-
works, the communication formats and protocols used
are inconsistent. How to achieve complete and accurate
high-quality interaction is the main problem to be solved
at the network layer. At the same time, massive infor-
mation is generated at any time on the Internet of Things,
which poses higher challenges to the transmission
bandwidth of the network layer and the processing ca-
pacity of the gateway. The main concern of the IoT
network layer is how to reduce the impact of network
bandwidth with the development of the IoT and break
through the bottlenecks encountered in the transmission
of ToT gateways.

The application layer of the IoT determines the functions
that the IoT system should have, while setting requirements
for IoT services. The application layer mainly includes an
application classification layer and a service-providing layer.
The application classification layer analyzes various appli-
cation requirements, mines common characteristics among
them, and recombines similar application requirements into
application subsets. The service provider layer is mainly
responsible for providing data support for application re-
quirements and uses the raw data collected by the perception
layer in real-time to dynamically update the data resource
library. The IoT application layer is mainly responsible for

the development and utilization of raw data. The IoT ap-
plication layer processes and controls the massive infor-
mation transmitted in the network layer in a timely manner,
including the classification and integration of data, pro-
cessing calculations, and data mining. The IoT application
layer meets the actual application needs of various industries
and provides service support for smart homes, meteorology,
environmental monitoring, logistics, public safety, tele-
medicine, etc. It is a service program or system software that
provides an information interaction platform for different
system applications. The IoT middleware exists indepen-
dently in the IoT, and it integrates functions that can be
shared by applications for use. According to the differences
in design goals, IoT middleware can be divided into three
categories: remote procedure call middleware, message-
oriented middleware, and object request proxy middleware.
The application of the Internet of Things has become a
research hotspot, and several typical applications such as
health monitoring, intelligent transportation, and tele-
medicine have been put into use to provide services for
people. Cloud computing is also an important part of the
application layer. The cloud can accommodate the massive
data of the Internet of Things, and the data can be analyzed
and processed through cloud computing.

2.2. Deep Learning. Deep learning is a very popular research
direction in the field of machine learning in the past decade.
It is equivalent to the second wave of machine learning, and
the first time is shallow learning corresponding to deep
learning. The difference between them is mainly two points:
one is the depth of the model, and the other is that deep
learning highlights the importance of feature learning. In
traditional machine learning, because the original data is
very large and complex, it is very difficult to process. In many
cases, it is necessary to rely on experience and spend a lot of
time and energy to extract features from the original data.
Therefore, researchers have to think about how to design a
feature extraction method for machine learning systems and
convert the original data into corresponding internal feature
representations. Deep learning theory came into being. The
essence of deep learning is to build a machine learning
model with more hidden layers, learn more effective feature
representations from a large number of original data sam-
ples, extract more accurate features of these data, and im-
prove the accuracy of prediction models or classification
models. Sex. The basis of deep learning is that massive data is
needed for training. Only in this way can we learn more
robust features.

Restricted Boltzmann machine (RBM) is a stochastic
neural network model based on statistical mechanics. RBM
has two layers of structures, namely, the hidden layer and the
visible layer. There is a full connection between layers, there
is no connection in the layers, and there is no self-feedback.
This energy function-based model is called an energy
model, and the energy model is used to solve the solution
when the network is most stable as the target solution. The
energy function formula of the RBM model is defined as
follows:
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State w;; represents the connection weight between the j-
th unit of the hidden layer and the i-th unit of the visible
layer, a; represents the offset of node i in the hidden layer, and
b; represents the offset of node j in the visible layer. From
formula (1), we can see that there is an energy connection
between each visible layer node and the hidden layer node.
Based on formula (1), when all parameters are determined, the
joint probability distribution of (v, h) can be obtained:
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Here, Z (0) is the normalized molecule and P (v, h|0) is called
the Boltzmann distribution function. For the distribution
P (v|0) of observation data v, that is, the probability that the
RBM model assigns to the node v in the visible layer is

P(V|6) = —— ) exp(=E (v, hl6)). (3)
h

1
Z(0)
Due to the special nature of the RBM model mechanism,
the activation status of the nodes between the hidden layer
and the visible layer itself are conditionally independent, that
is,

P(vh) = [ [ P(vlh),
m (4)
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When the node status of the visible layer is given, the
probability of the j-th hidden layer node activation is

P(hj =1, (9) = a(bj + Zv,wi]), (5)
j

where o (-) is the sigmoid activation function, and the ex-
pression is

1
1+exp(-x)

P (v;|h, 6) = 0<ai + Zth,.j)
j

It was discovered that the cat’s cerebral cortex has been
studied and a special network structure was found that
reduces the complexity of the feedback neural network. Call
it Convolutional Neural Network (CNN). After decades of
development, CNN has been widely used in image classi-
fication, face recognition, and other directions. The entire
network structure of CNN is composed of multiple con-
volutional layers and downsampling layers. Among them,

o(x) =

(6)
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each layer is composed of many two-dimensional planes,
and there are many independent neurons in these two-di-
mensional planes. In addition, the CNN model also
incorporates three structural methods: local receptive field,
spatial downsampling, and weight sharing. The local re-
ceptive field indicates that neurons in a layer in the network
model are only connected to neurons in the local domain of
the previous layer, and are not connected to neurons outside
the domain. This connection method greatly reduces the
number of weights that need to be trained.

Spatial downsampling can reduce the resolution of the
feature map and reduce the dimension of the feature map.
When downsampling in CNN, the method of pooling was
selected, that is, the maximum value or average value was
calculated for a certain area of the feature map, and these
values were used to represent this area. This method reduces
the computational dimension and effectively prevents
overfitting. Weight sharing refers to the use of a convolution
kernel to convolve neurons in all hidden layers, that is, the
method of extracting certain features in the same feature
map is the same. You can use the same method in the image.
Different regions are extracted, which greatly reduces the
network parameters and improves the operation speed.
Compared with other deep learning models, the CNN model
also has different activation functions. The currently popular
ReLu is used instead of the sigmoid function. Because in
other neural network models that use the sigmoid function
as the activation function, if the network is not pretrained, it
may appear that it cannot converge or the gradient disap-
pears when calculating the gradient. But general pretraining
is difficult to get a satisfactory result, so we need to take some
sparse processing measures on the output data. However, the
output of the sigmoid function is not sparse, and the ReLu
function will solve this problem. The specific formula is

g(x) = max (0, x). (7)

It can be seen from formula (7) that if the calculated
value is less than 0, the final result will be forced to 0, and the
remaining values will remain unchanged.

2.3. Autoencoder. Autoencoder (AE) is a neural network
model, that is, trained using unsupervised training methods.
It uses the back-propagation algorithm to estimate the
parameters of the network model so that the target output
value is equal to the input value, that is, using self-encoding
the learner learns an identity function. The AE network
model contains only one hidden layer, the bottom layer is the
input layer, and the last layer is the output layer. After going
through this reconstruction process, the hidden layer of the
AE network model can retain the features necessary for
reconstructing the input original data.

When the input vector is x, the vector a is obtained
through the first layer network:

a=f(Wx+Db). (8)

We get the vector y after going through the second layer
network:
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y=f(Wa+b),
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Here, the parameters 6 = {W, b}, ' = {W',b'}, and L is the
traditional error loss function:

L(x,y) =x—y" (10)

The method for solving the optimal solution of model
parameters is the commonly used stochastic gradient de-
scent method. In the AE network model, the number of
nodes in the hidden layer can be less than the dimension of
the input sample, or the number of input nodes can be much
larger. When the number of nodes in the hidden layer is less
than the number of input nodes, the AE network at this time
is used to reduce dimension, when the number of nodes in
the hidden layer is greater than the number of nodes in the
input layer, you can add a sparseness limit to the nodes in the
hidden layer to suppress the activation values of some nodes
so that the internal structure of the sample training set can be
better discovered and sparse. This kind of autoencoder with
sparse restriction is called sparse autoencoder (SAE). In
order to make the hidden layer unit of the AE network
model able to learn more robust features, it has a better anti-
noise ability to the input data. Researchers have proposed a
noise reduction autoencoder (DAE). This network model
adds random noise to the sample training data at the input
layer and reconstructs the sample training data without
noise at the output layer. After a large amount of training,
the DAE network model can still obtain the original sample
training data without adding noise. This is because after the
original sample training data is added with noise, the DAE
model can obtain more stable and standardized features in
the training data, which lays a good foundation for later
classification and recognition.

In order to overcome the disadvantages of traditional
image coding methods in processing the images of the
perception layer of the Internet of Things, this study pro-
poses a novel social network image encoder algorithm. The
algorithm uses pretrained models to extract features, then
uses the K-means algorithm to obtain distance information
between features, and uses the characteristics of social
networks on the same Weibo to correct the distance in-
formation of images. Then use the deep convolutional neural
network to learn the distance information of the picture,
extract the fully connected layer in the deep convolutional
neural network as the encoding, repeat the above steps, and
get the final image encoding. Using this algorithm, social
network images can be effectively encoded. The final image
encoding retains both its own image characteristics and the
prior knowledge of social networks. This article first pre-
processes the initial image, then corrects the distance in-
formation of the extracted image based on the prior
information of the existing social network image, and then
uses a deep convolutional neural network to learn the
corrected image distance information. This step can do
multiple loops; finally, perform sparse auto-encoding

according to the number of self-encoded bits. After the
coding network is trained, the untrained social network
images can be coded through a deep convolutional network
to find approximate images in the social network image
library, and then the objective evaluation index is used to
evaluate the effectiveness of the coding.

3. Experiments

3.1. Experimental Data. Experiments are performed with the
algorithm as the core. In order to test and verify the im-
proved algorithm, two sets of data are used for testing,
including the public database STL-10 and the self-built
image database. In the STL-10 database experiment, the
sample dimension of the sparse autoencoder is 8 * 8, that is,
the size of the convolution kernel in the first convolution
layer of the convolutional neural network is 8 * 8, and the
sample set includes 100,000 8 * 8 samples.

3.2. Extraction of Image Distance Information. First, extract
the preliminary features of the image, and then cluster and
process the preliminary features. This section gives the first
step of the DCNNSE algorithm. Use I ={I},...,I,} to

represent the input », images, which mainly include the
following 4 steps:

(1) For all images, use the VGG-16 model to extract
features. Each picture is mapped to a vector of 4096
dimensions. Use the K-means algorithm to cluster
the image features, and assign a label
y={y1,--.» V. to each image. The number of
clusters is selected as shown in

i
classes; = [4096 X (4()1?) :| (11)

(2) According to the prior condition that the content of
the same Weibo picture belongs to the same topic, it
is necessary to adjust the problem of tagging pictures
with different tags under the same Weibo topic.
Assume that there are two types of results a; and b;,
and these two categories are not the same, and it is
known that a, and b, are two pictures under the
same Weibo when data are acquired. Feature average
under the blog is

F: (220 Fi) (12)

>
m

where m is the number of pictures included in the
same Weibo.

(3) Calculate the distance between the feature average
and each cluster center, and then classify all the
pictures under this Weibo to the nearest cluster
center. As shown in equation (13), let the class center
of the i-th cluster is center;.

y = arg; min F — center,,. (13)



(4) Determine the new clustering center according to the
new image label, and use the arithmetic average of
the images of the respective categories as the new
clustering center, where the count is a statistical
function to count the images belonging to the i
category.

z:rl:sl Fy:i

count(y = i) (14

center; =

After the above steps, a fine-tuned image clustering
label is obtained. In this step, the image distance
information of the prior knowledge of the social
network is mainly obtained and referenced so that
the next learning can be performed so that the
learned image not only retains the original image
information but is also more differentiated.

3.3. Model Optimization Based on the Internet of Things.
In the aggregated core node of an embedded multicore SoC,
blocking occurs if the mission snubber volume is filled and
happens when the next mission is reached, while the
implementation nucleus has not yet finished the ongoing
mission. The chokepoint chance of blocking can therefore be
roughly balanced by the probability of the junction snubber
being filled.

The graphical depiction of the link between the chance of
the pitch count being filled and the mission count is illus-
trated in Figure 1. With an addition to the mission staging
volume, the chance of the staging being filled for each in-
dividual mission starts to decline rapidly. As soon as the
volume of the mission snubber reaches more than 4, the rate
of descent commences slackening. When the mission staging
volume of 8 is achieved, the mission staging volume is added
again, and the probability that the caches of Corel and Core2
are full will no longer change; The probability of Core3’s
cache being full has been lower than 0.2, while the proba-
bility of Core4 and Core5’s cache being full has approached
zero.

Based on the performance assessments shaped by the
scheduled network of integrated multicore SoCs, the
reaching ratios of each implementation kernel for missions
of varying prioritization are available. As Core2~5 take up
essentially a similar level of hardware resources, they also
have essentially the same mission coping power. If the
workload of individual kernels varies considerably, the
handling ability of the whole setup will not be very great, so
an intelligent method of arranging tasks is necessary. Fig-
ure 2 illustrates the allocation of attendance rates per
implementation core before and after the use of the auto-
matic allocation and transitions in the practical trials. As can
be observed, with the introduction of adaptable sequencing
to Corel, the distributed tasks of Preferred 1 and Preferred 2
on Cores 2- 5 are better equilibrated.

Figure 3 presents the delivered percentage of parcels
between the pathway and the origin junction for three
distinct conditions. As can be noticed from the graph, the
package delivered rate among gateways and source nodes
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FiGure 1: The graphical depiction of the link between the chance of
the pitch count being filled and the mission count.
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FIGUre 2: Comparison of task reach rate before and after adaptive
scheduling.
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Figure 3: The packet delivery rate between the gateway and the
source node.
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FIGURE 5: The comparison of average end-to-end delay between gateway and source node and comparison of packet delivery rate.

falls with the growing number of infections in the three
varjous cases, but at opposite rates. In a uni path delivery
approach involving just one gateway, the packet delivery
ratios across the gateway and the originating node are the
minimum. As can be seen in Figure 4, the network overhead
argument in the process of delivery between the gatekeeper
and the root node varies with the number of connections in
the three cases mentioned above. As can be noticed from the
graph, the grid overhead for the three transport options of
gateways and origin knots reduces as the count of junctions
keeps growing. However, the networking costs of the
gatekeeper and origin node trend down as the number of
network junctions grows in the multigateway delivery ap-
proach and in the multilateral gateway submission approach
that uses one carrier alone for transfers.

In particular, the magnitude of the rate of change in the
position of the IoT Perception Level knots dictates the rate of
change in the terrain of the IoT Perception Level roof and
directly indicates the reliability of the IoT Perception Level.
During the simplification in this paper, the rate of variation
of the mobile locations of the IoT signaling level knots is
programmed from 0m/s to 35m/s in respective multipli-
cation steps of 5m/s. During this phase of continuous
evolution, the routing agreements GARP and ODTM, the
access-oriented version of the gateway-access routing pro-
tocols suggested in this paper, both exhibit degraded levels of
behavior.

A more detailed analysis of the estimated average end-
to-end delay across the gateway and source junction for
varying node position change rates is presented in
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FIGURE 6: PSNR of Lena image (a) and Peppers image (b) using three quantization tables.

Figure 5(a). The average end-to-end delay between the
gateway and the source node for both the gateway-oriented
routing protocols GARP and ODTM protocols grows to the
different extent as the rate of variation in node position
changes. That’s due to the fact that the speed, at which node
positions become more variable, the network topology shifts
much more violently, leading to regular link breakdowns
and outages. As a result, the amount of reboots in the process
of route finding adds to the overall average end-to-end
latency across gateways and origin points. Figure 5(b) in-
dicates a carve-out compared to the delivered rate of packets
across gateways and source knots for varying rates of the
shift in node placement. The handover rate of traffic between
gateways and source knots for the routing agreements GARP
and ODTM declines as the change rate of knot positions
grows. This is due to the added velocity of knot position
variations resulting in formerly formed contacts remaining
invalid and losing packs getting heavier and heavier.
However, under identical circumstances, the gateway-ori-
ented routing protocol GARP has a marginally lesser
amount of packet drop. The reason for this is that aggre-
gation and head selection methods adapted for portal
election take into calculation the power of the grid, and the
power of the chosen cluster head will not be reduced.

Datagrams are carried among cluster head joints with
greater power, which decreases the number of cases, where
cluster head joints throw away datagrams due to poor power.

In the multigateway multipath delivery style, the ex-
ample of the average end-to-end latency between the
gateway and the source junction is greater than in the first
two situations, when the burden is slight. The main reason
for this is that a limited amount of gateways must be picked
from the selection of potential tuples, which adds to the
traffic latency. However, the usefulness of this approach
becomes apparent as the network load becomes heavier as
the number of connections increases. At this point, the
amount and mass of gateways are available in an efficient
and justifiable manner, thanks to the multigateway multi-
path transmission method. The median end-to-end delays
across the gateway and origin junction are less than adding
the first two cases, as the superior behavior of the chosen
paths is enhanced by this approach and the load is finely
balanced than in the first two situations.

3.4. Image Self-Encoding Based on the Perception Layer of the
Internet of Things. WMSN’s base station collects image data
captured by wireless video nodes. There is a trade-oft
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TaBLE 2: The image quality and the number of images that can be transmitted per second at different compression rates.
Compression ratio Image quality (%) Frame rate

QO 2.7 9.98
Q1 36 7.72
Q2 49 5.58
Q3 6.9 3.98
Q4 8.9 3.12
Q5 28.8 1.56
TaBLE 3: The comparison of the size of the change detection image and the original image.
Image number Full frame size (k) Test results (k) Ratio of test result to full frame size (%) PANR
01 51.8 6.13 11.64 24.78
02 46.6 6.15 12.8 25.87
03 47.6 521 11.32 27.89
04 47.4 4.72 9.98 28.97

TaBLE 4: The comparison of main parameters of image coding.

Decomposition level Number of bit planes Compression ratio PSNR Execution time

Service type

3 4 41.9 21.1 Low Low image quality and short response time
3 5 231 26.9 Middle Low image quality, medium response time
3 6 18.1 30.8 High Medium image quality, long response time
3 7 16.2 34.2 High High image quality and long response time

between image quality and maximum network life cycle. If
high-quality images are required, the maximum network life
cycle must be compromised. On the other hand, if the re-
quired image quality is low, the network will have a longer
life cycle. The maximum achievable network lifetime is
obtained, when there are no transmission errors.

For the purpose of profiling the correlation among
capturing flexibility, picture quality, and performance of
data sources, some simulation experiments were carried out
on MATLAB. Table 1 shows how the signal-to-noise ratio
PSRN of three images using JPEG encoding varies with the
value of k. Obviously, the amount of DCT multiplication,
addition, and memory access operations increases with the
increase of k, which makes the energy consumption of image
compression also increase. The test images Lena, Window,
and Beach have various settlements. Window stands for an
image containing a wealth of experience and is categorized
as a hightech picture containing more detail at greater
depths. Beach represents an image containing smaller
amounts of detail and can be classified as a preference for
upper-level images containing lower-levels of detail. Beach
stands for an image containing less information and can be
classified as a low-frequency image containing a low-level of
detail.

The quantization step size of JEPG largely determines the
rate-distortion performance of the encoded image. The use
of the JEPG standard quantization table is often not optimal,
because it does not consider the image content. Therefore, in
WMSN, the quantization table should be adjusted adaptively
according to the scene activity. Here we compare the effects
of three quantization tables on PSRN. The JEPG standard
refers to the quantization table used in the coding standard.

Quantization 1 refers to the quantization table used in
stationary scenes. Quantization 2 refers to the quantization
table used in sports scenes. The quantization simulation
results of Lena and Peppers images are shown in Figure 6.

Table 2 shows the impact of compression rate on
compressed image quality and image quality on frame rate.
It can be seen that if the compression rate increases, the
image increases but the call rate decreases significantly.

The node cannot fulfill the data transfer assignment and
will consume a large amount of power. Following notifi-
cation of variations, just the mobile object is preserved. As
shown in Table 3, the image size of each frame of the de-
tection result is about 5kb, which is considerably tinier
compared to the raw version.

The required model parameters are obtained through
simulation experiments, and the performance of the pro-
posed algorithm is evaluated. In order to analyze the rela-
tionship between image quality, energy consumption, and
data rate, some simulation experiments were carried out.
The quantization level and the allowable transformation
level for different communication distances and image
quality are selected through simulation experiments. The
image quality decreases with the increase of the quantization
level so the energy consumption of image compression also
increases. Energy consumption will increase with the in-
crease of the transformation level, communication distance,
and data transmission rate. The adaptability of image
transformation to network conditions and service quality is
studied by analyzing image coding parameters. By analyzing
the network life cycle, and memory allocation, select the
appropriate compression rate and image quality. The ex-
perimental data is shown in Table 4.
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In view of the situation where WMSN is composed of
multiple low-performance wireless video nodes, users have
high requirements for image quality. Research the image
stitching algorithm that WMSN is suitable for, stitch mul-
tiple low-resolution images into high-resolution images,
remove the information redundancy between nodes, and
save resources. An image mosaic algorithm suitable for
wireless multimedia sensor networks is proposed. Use block
search algorithm for image registration to reduce energy
consumption, improve absolute difference and algorithm to
improve the accuracy of image registration, and use the
weighted average algorithm of gradual and gradual to stitch
the images, after the image stitching, the communication
volume with the base station is reduced, which can effec-
tively reduce the network load by 60%.

4, Discussion

Due to the limitations of WMSN in terms of energy, cal-
culation, and storage, multimedia data and especially video
data, must be compressed and encoded before transmission,
reducing the amount of data transmission to save energy.
The contradiction between the limited resources and the
user’s requirements for the quality of service required by the
application has become an obstacle to the development of
practicality. In order to achieve the goal of saving resources
and ensuring the quality of service, this paper conducts an
in-depth study on the image coding algorithm. An energy-
efficient JPEG2000 image coding algorithm suitable for
wireless multimedia sensor networks is proposed. According
to network conditions and image quality constraints, a look-
up table is used to select the appropriate quantization level
and wavelet transform level to reduce energy consumption.
A semi-reliable scheme is used for image transmission, and
the node decides to forward or discard it according to the
remaining energy and data priority.

5. Conclusions

This chapter studies the image communication performance
of wireless video nodes based on DCT and DWT in WMSN,
and models and analyzes the energy consumption and image
distortion in the image encoding and transmission process
under resource-constrained conditions. Then an energy-
efficient resource allocation scheme is proposed, which
adaptively adjusts the complexity of the encoder according
to the activity of the monitoring scene. Under different
coding complexity, simulation experiments were carried out
on different input images. The results show that the pro-
posed resource optimization scheme effectively saves energy
at the cost of smaller image quality and transmission data
rate loss. At the same time, an energy-efficient JPEG2000
image encoding algorithm suitable for WMSN is proposed.
According to network conditions and image quality con-
straints, a look-up table is used to select the appropriate
quantization level and wavelet transform level to reduce
energy consumption. A priority-based scheme is used for
image transmission, and the node decides to forward or
discard it according to the remaining energy and data

Mobile Information Systems

priority. The evaluation demonstrates that the suggested
approach allows for an important reduction in the com-
putational and commercial energy consumption of the
embedded components of the wireless, while maintaining
the required image quality.

The method proposed in this paper can indeed have a
positive impact on image registration to a certain extent, but
there are still many shortcomings in this paper. The ap-
plication research of human-computer interaction tech-
nology is still in the preliminary stage. In future work, it will
be based on the existing technology and level are analyzed
from more angles, and the quality of research work is
continuously improved.
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