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Te advancements in intelligent vehicle technologies are facilitating the growth of information technology (IT) platforms, unlike
conventional automobiles. In-vehicle-infotainment (IVI) is becoming an appealing element in intelligent vehicles as it ofers
various experiences to users; however, it requires personalized services to provide even more sophisticated user experiences. It is
supposed that passengers search for businesses that provide products or services they found interesting in videos played via IVIs
while the vehicle is driving autonomously. In that case, it could be more efective to use images that can express the user’s
preference as a query for the search than to utilize texts such as product names. Accordingly, this study proposes a recom-
mendation system that informs users of businesses near an intelligent vehicle when a passenger inputs an image of a product or
service into an IVI system. Te proposed recommendation system involves training deep learning-based image classifcation
models with the user’s interest images to classify the category, measure the similarity with the business category using Word2vec,
and fnally provide the locations of the businesses with a high degree of similarity via IVI, using a smartphone. Te experimental
results indicated that the user’s interest image exhibited 85% accuracy for category classifcation via the EfcientNet B0 model,
while the similarity between the image and business categories using Word2vec was particularly high in the business category
similar to the actual image category.

1. Introduction

Having the advancements in 5G network technology and
artifcial intelligence, signifcant progress has also been made
in the Internet-of-things (IoT) technology connecting objects
with other objects, including intelligent vehicles, which can
provide various services to drivers by connecting them to the
Internet. Intelligent vehicles are always connected to the
Internet, which facilitates vehicle-to-vehicle and vehicle-to-
infrastructure communications. Intelligent vehicles are
growing as one of the information technology (IT) platforms
on which various content and services can be enjoyed via in-
vehicle-infotainment (IVI) systems rather than simple
transportationmeans such as conventional automobiles [1–3].

For intelligent vehicles to appeal to users based on ne-
cessity, services conveying convenience and comfort can be
provided via IVI systems [2, 3]. Moreover, IVI enables

driving and traveling to be more enjoyable in intelligent
vehicles with entertainment activities such as listening to
music or watching movies. Consequently, IVI has become
a critical marketing element for automakers when con-
sumers purchase intelligent vehicles [2]. To ofer a variety of
experiences to consumers, automakers provide developers
with software development kits (SDKs) appropriate for the
operating systems (OS) of their vehicles which
infotainment-using smartphones are being developed by
software companies such as Apple and Google. Studies on
IVI services have been conducted on accident prevention
based on the driver’s heart rate [4], video streaming [5],
music recommendation [6], and vehicle maintenance [7]. In
addition, automobile and software companies, including
academia, have been attempting to provide a wide range of
experiences and comfort to users via the IVI systems in
intelligent vehicles. In the future, IVIs must focus on
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personalization and context awareness to enhance user
experience, going beyond providing various experiences to
users in intelligent vehicles [3].

In intelligent vehicles capable of level 3 or higher auto-
mation driving, passengers can perform secondary tasks using
IVIs, rather than driving [8]. Such vehicles can autonomously
drive on expressways or parks, thus allowing their drivers or
passengers to watch videos, read books, or go on social media
with IVIs. While watching videos in an intelligent vehicle that
can drive autonomously, passengers may decide to purchase
furniture or an item they see in the video, but they may not
know the exact name to search as a keyword when searching
for nearby stores. Furthermore, while surfng the Internet or
going through social media, passengers may fnd certain
meals or hairstyles they like, but they may not know the exact
search word for an appropriate restaurant or hair salon.
Accordingly, infotainment services are required to provide
assistance when passengers are unaware of the exact keyword
to use when searching for nearby stores for a service or an
item they discover while using IVIs.

Te easiest way to fnd restaurants or stores to purchase
an item in an intelligent vehicle is to adopt IVI’s navigation
system. Te navigation system in intelligent vehicles con-
verts the voice into text based on automatic speech recog-
nition, and then the converted text undergoes natural
language processing to recommend destination points by
identifying the destination and point-of-interest from the
user’s input text [9]. However, the navigation system of IVIs
using text cannot provide sufcient information on
a product or a service to a user; hence, it is difcult to
navigate to the user’s desired destination. As aforemen-
tioned, conventional IVI navigation systems cannot be used
if passengers do not know the exact name of a product or
a service. If the text cannot be used as a query when using the
IVI’s navigation system, an image-based location search can
recommend better destinations than a text-based search
because an image can better represent user preferences,
which cannot be refected in texts when an image is used as
a query [10]. Terefore, a system is required to recommend
nearby businesses by using the image of a product or service
as a query when the passenger of an intelligent vehicle
decides to utilize the navigation system. Existing deep
learning-based recommendation systems have exhibited
high performance across several recommendation systems,
including product, place, and movie recommendations.
However, these systems have certain limitations, requiring
multiview information such as user preferences (ratings and
clicks) and various attributes (image, description, and re-
views). Te multiview information integration is a compute-
intensive task. In addition, the main challenge in such in-
tegration is to retain information relevant to prediction and
minimize other irrelevant information, which can reduce
a large amount of data, time, and cost requirements when
making recommendations. Given the wide availability of
image data and the state-of-the-art performance of DL
models for classifcation, we proposed a business location
recommendation system that takes only image data of
a product or service category desired by a passenger in an
intelligent vehicle. Te proposed method uses a DLmodel to

identify a product or service category and recommends
nearby businesses that ft better into the classifed category.
Terefore, using image data only to express a user’s pref-
erence as input and posing the recommendation problem as
an image classifcation task mitigates the limitations men-
tioned above of existing recommendation systems.

Te goal of this study is to propose a recommendation
system that provides the user with a peripheral business
location suitable for the product category based on the image
entered into the IVI system.Te process of the proposed IVI
business location recommendation system is shown in
Figure 1. Te proposed recommendation system consists of
two components: the user’s interest in image classifcation
and the similarity measurement between an input image and
business categories. In an Intelligent vehicle, the passenger
enters a picture of a store or service into the IVI system that
they want to fnd. Te input image goes through a deep
learning-based image classifcation model to predict the
input image category. Ten, the similarity is measured be-
tween the word embedding of the category and the business
category of the image. Once the similarity is measured,
nearby stores with high similarity are navigated via IVI,
using the smartphone.

Te remainder of this paper is organized as follows.
Related studies on deep-learning based recommendation
systems and infotainment for intelligent vehicles are
reviewed in Section 2. Ten, the proposed image-based
business recommendation system is presented in Section
3. Subsequently, the results obtained from experimenting
with the collected images and relevant analysis are provided
in Section 4. Finally, the conclusion of this study and
possible future research directions are provided in Section 5.

2. Related Works

2.1. Infotainment for Intelligent Vehicles. Infotainment is
a compound word for information and entertainment. IVI is
a signifcant factor for consumers to purchase intelligent
vehicles [2]. Existing car infotainment is divided intomethods
that either use the service built into the car embedded OS or
connect a smartphone to the vehicle. In order to providemore
services to users through IVI, an automaker that makes in-
telligent vehicles is putting a lot of efort into creating ap-
plications by providing SDK (soft development kit) suitable
for the company’s OS to developers. Infotainment using
smartphones is led by software companies such as Apple-
Apple CarPlay [11] and Google-Android Auto [12].

Existing research on IVI can be grouped into research on
convenient operation and infotainment applications in us-
ing infotainment in intelligent vehicles. As an example of
a convenient process, the authors in [13] have proposed
a text-based infotainment system that takes voice command
as input and uses Kaldi and voice recognition tools to change
the command into text for running a service. In [14, 15], the
authors have proposed an alternative infotainment system in
which a driver can control the system by using gestures. Te
system is powered by a computer vision-based gesture
recognition system. In research on infotainment applica-
tions, there is a study on using a wearable device to check

2 Mobile Information Systems



heart rate and monitoring through infotainment to prevent
a vehicle crash due to a stroke or heart attack while driving
[4], and smooth multimedia streaming in an intelligent
vehicle in operation. A study [5] protects the appropriate
data rate and frames for this purpose. And, there is a study
that recommends music by inputting the driver’s profle,
current situation, and personal preference as inputs [6]. Te
vehicle maintenance system “e-talk” can check the vehicle’s
condition through infotainment using the IoT sensors at-
tached to the vehicle [7].

2.2. Recommendation System Based on Deep Learning.
Recently, research is actively being conducted on applying
deep learning (DL) techniques to conventional recommen-
dation systems such as collaborative or content-based fltering
[16]. For DL-based collaborative fltering, studies have been
conducted on giving recommendations to a user by com-
bining two diferent latent vectors after inputting information
(including the descriptions, reviews, and ratings of a product
or a place for embedding) of another user in the network who
has similar preferences as that user [17, 18]. Information on
a product or place is expressed as latent factors of the same
dimension through a trained embedding layer and training in
a neural network. Te main advantage of such representation
is that more complicated interactions can be captured in the
categorical data. Similarly, in another study, product in-
formation such as images, descriptions, and review text were
input into an auto-encoder to extract its features, and then the
extracted features were integrated with the last layer to make
recommendations to users [19].Te advantages of a DL-based
recommendation system are that features can be extracted
using the user’s preferences (review, rating, and clicks) and
various attributes (image, description, and review) from
a large amount of data. In addition, detailed recommenda-
tions can be provided via the complicated interactions be-
tween the extracted features [20].

Existing deep learning-based recommendation systems
have exhibited high performance across several recommen-
dation systems, including product, place, and movie rec-
ommendations; however, these systems are posed with certain
limitations as they require multiview information. Te main
challenge is to retain information relevant to prediction and
minimize other irrelevant information. Te existing systems
require a large amount of data, time, and cost tomake detailed
recommendations [21]. Terefore, unlike existing recom-
mendation systems that employ large-scale data and complex
deep learning models, the proposed business location rec-
ommendation system classifes the image category of
a product or service desired by a passenger in an intelligent
vehicle using a deep learning model and recommends nearby
businesses that ft into the classifed category.

3. Methods

3.1. Businesses Recommendation Systems in Intelligent
Vehicles. Tis section describes the overall process of the
system for recommending businesses near a vehicle when
a passenger inputs an image of interest for a product or
service into IVI within intelligent vehicles, as illustrated in
Figure 2. First, a user’s interest category is selected to
speculate the product or service image the user may be
interested in. Te range of individuals’ interest products or
services is substantially wide; hence, local business data
provided by Yelp were adopted to limit the range of the
user’s interest categories. Each store in Yelp’s local business
data comprises multiple categories, and among them,
a category is selected as the user’s interest category, provided
the frequency of appearance is high. Te dataset is con-
structed by collecting images with the selected category as
the web search keyword. Subsequently, the category clas-
sifcation of interest images is performed by training a deep
learning-based image classifcation model with the user’s
interest image dataset. To recommend appropriate busi-
nesses to users, the image category and business data need to
be matched. Te similarity between image and business
categories is mapped in the same dimension using
Word2vec and then measured accordingly. Once the sim-
ilarity is measured between the two categories, the location
of a business near the intelligent vehicle boarded by the
passenger is provided to users via IVI, using a smartphone.

In Sections 3.2 and 3.3, image classifcation via deep
learning and text similarity measurement using Word2vec,
which are crucial parts of the proposed recommendation
system, is explained.

3.2. Image Classifcation Model for Business Category.
Deep learning models were adopted in this study to extract
visual information from the image input by a user into the
infotainment system of intelligent vehicles and to classify
business categories. Using the ImageNet dataset, deep
learning models for image classifcation were trained by
applying transfer learning of the collected user’s interest
category data to pretrained ResNet [21], Inception v3 [22],
and EfcientNet B0 [23]. Te architecture of each model is
illustrated in Figure 3. Figure 3(a) presents the architecture
of ResNet. Generally, it is expected that the performance of
a deep learning model improves as the number of hidden
layers in the model increases. However, deeper DL models
sufer from vanishing gradient problems, and the use of
pooling layers puts restrictions on the depth of the model.
ResNet adopts a skip connection where the layer input is
directly connected to the layer output to address such
problems (Figure 3(a)). Using skip connection address the

User Input
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Category
classification

of input images

Image category-
business category

matching

Business location
recommendation

A Deep Learning- based Business Recommendation System in Intelligent Vehicles

Figure 1: Process of the proposed business-location recommendation system.
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performance degradation challenges even when layers get
deeper as the neural network learns the diference between
input and output values. Figure 3(b) illustrates themodule of
the Inception v3 model. Inception v3 is a convolution neural
network comprising 48 layers, where themodel is confgured
by stacking multiple inception modules with the inception
model presented in Figure 3(b) as the base. One module is
confgured using convolution flters of diferent sizes, unlike
AlexNet or VGGNet models, which utilize the flter of the

same size in one layer for convolution. More diverse features
can be extracted from the input image because the flters
with diferent convolution sizes are adopted, and the
computation amount can be reduced in the inception model
by performing 1× 1 convolution to reduce the number of
parameters to be delivered to the convolution flter of a large
size. For EfcientNet, a scale-up method required for im-
proving the performance of the existing ConvNet, was in-
vestigated. Experiments were conducted on three scale-up

Data collectionCategory selection Category classification

Local business data

Matched table

Category matching Recommendation
Using smartphone

EfficientNet B0

Inception v3

Resnet

…
' fitness'
'Boating'
'American food'
'Hair salon'

'Tire repair'

Figure 2: Business location recommendation process.
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Figure 3: Architecture of (a) ResNet, (b) Inception v3 module, (c) EfcientNet B0, and (d) MBConv.
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methods, which include increasing the depth of a neural
network, increasing the channel width, and increasing the
resolution of an image for training. In addition, the Ef-
cientNet B0 model was created using the MBConv
(Figure 3(d)) of MobileNet. MBconv is a mobile inverted
bottleneck convolution adopted in MobileNet. Tis block
expands the low-dimensional input to a 1× 1 layer, expands
it again into 3× 3 convolution, and the outputs using the
1× 1 convolution layer. Tis confguration is adopted be-
cause more features can be extracted by converting from the
low- to high-dimensional data and using the projection layer
while reducing the computation amount. EfcientNet
exhibited high performance in image classifcation by
adopting scale-up methods and MBconv. In this study, the
user’s interest data collected via web crawling were used to
train ResNet, Inception v3, and EfcientNet B0 models to
identify an appropriate model for the collected data.

3.3. Similarity Measurement Using Word2vec. Word em-
bedding refers to converting text into numbers via dis-
tributed representation to enable a computer to understand
human language. In other words, words comprising the text
are mapped to real number vectors. Word2vec can convert
text into vectors by identifying the relationship between
words in a sentence and can perform operations such as
addition or subtraction between words using the converted
vectors. Figure 4 presents the architecture of Word2vec,
which inputs the text into a thin neural network for training.
Te training methods ofWord2vec include a continuous bag
of words (CBOW), which predicts the center word based on
the surrounding words, and the Skip-gram, which predicts
surrounding words based on the center word. When
compared, the Skip-gram model exhibited higher semantic

and syntactic accuracies than the CBOW model. Te sim-
ilarity was measured using the word embedded vectors of
image and business categories because categories other than
the business categories are ignored if the image category
simply determines whether it is included in the business
category when matching the categories. For example, if the
image input by the user is classifed as “American food,” the
categories of restaurant A are “wine bars, restaurants, food,
beer, seafood, and steak houses.” Te similarity between
these two has no correlation if the text is simply matched
with the words “American food;” however, the degree of
similarity can be identifed if Word2vec, which learns the
relationship between words, is adopted to measure the
similarity. As the business category includes multiple cat-
egories, the mean value of the categories is adopted to
measure the similarity by comparing it with the embedding
value of the image category.

4. Experiment

4.1.Dataset. As described in the previous section, images of
user interest were collected using the frequency of business
categories in Yelp business data by selecting the category
that appears most frequently and points to the details and
using it as a keyword of a web search engine. Figure 5
presents the frequency of business categories in the Yelp
data. Te categories with the highest frequencies are res-
taurants, food, and shopping. However, these categories
were not selected as the user’s interest category because the
range of products or services is wide; instead, categories
such as “American food,” “boating,” and “ftness” were
selected as the user’s interest category and adopted as web
crawling keywords to build the user’s interest image
dataset. Te number of categories in the dataset is 10, and
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Figure 4: Architecture of Word2vec. (a) CBOW. (b) Skip-gram.
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the number of images in each category is presented in
Figure 6. Te original images were augmented twice to
create 40,540 images in the dataset, in which the images
were divided at a ratio of 6:3:1 for train, validation, and test
data to train the deep learning models.

Table 1 presents Yelp business data, which is the business
information data. Te Yelp business dataset adopted in this
study is a dataset comprising store categories and user re-
views, and the names and categories of the businesses, as well
as location information such as state, latitude, and longitude
were used in this study.

5. Results

5.1. Training Accuracy and Loss of Image Classifcation.
Te computer used for the experiment was equipped with
Intel i7-9750H and NVIDIA GeForce RTX 2080 Ti model.
In total, 20 epochs were applied for the experiment of all
three models, 50 layers were fxed and trained for the
ResNet and Inception v3 models, while the entire layers
were all trained for the EfcientNet B0 model. Figure 7
presents the results for training ResNet, Inception v3, and
EfcientNet B0 with 10 category images. As illustrated in
Figures 7(a) and 7(c), the ResNet and Inception v3 models
exhibited improved accuracies in the training data; how-
ever, the accuracy in the validation data did not improve
after 70%, as the number of training increased. Figure 7(e)
presents the accuracy of the EfcientNet B0 model. Unlike
the ResNet and Inception v3 models, the EfcientNet B0
model gradually improved the accuracy in both training

and validation data as training proceeded. Terefore, the
EfcientNet B0 model can be considered appropriate for
image classifcation in this study. Figure 8 illustrates the
comparison among accuracies of the three models when
trained for 20 epochs. At 20 epochs, the ResNet model
exhibited 96.71% and 75.74% accuracies in the training and
validation data, respectively. Te Inception v3 model
exhibited 95.32% and 74.3% accuracies in the training and
validation data, respectively. In addition, the EfcientNet
B0 model exhibited 88.44% and 85.31% accuracies in the
training and validation data, respectively.

5.2. Confusion Matrix of Image Classifcation. A confusion
matrix is a measure used to evaluate the performance of deep
learning classifcation. In binary classifcation, a confusion
matrix represents the instances of true positive, true nega-
tive, false positive, and false negative. In general, higher true
positive and true negative values and lower false positive and
false negative values indicate good performance. A confu-
sion matrix in multiclass classifcation is an excellent per-
formance indicator, as the prediction of each class can be
identifed. Figure 9 presents the confusion matrix created
based on the prediction results of the ResNet, Inception v3,
and EfcientNet B0 models after training, where the max-
imum value is 1. Te confusion matrix in Figure 10 dem-
onstrates that the value in the diagonal direction is true
positive, where the accuracy is higher as the value is closer to
1. When the test data were applied to each model, the
ResNet, Inception v3, and EfcientNet B0 models exhibited
76%, 74%, and 85% accuracies, respectively. According to
the confusion matrix, the prediction accuracy was low in the
category related to nail salons, which can be improved if
more data are collected and refned.

5.3. Category Matching Using Word2vec. Although it is im-
portant to accurately classify a user’s input image into the
proper category, it is also crucial to select candidates for
business recommendations for users based on the classifcation
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results. Terefore, in this section, multiple business categories
were applied using Word2vec when measuring the similarity
between image and business categories.

Figure 10 presents the method for measuring the
similarity between image and business categories using
Word2vec. Word2vec learns the relationship between

Table 1: Example of Yelp dataset.

Names Categories State City Address Latitude Longitude
Middle East Deli Food, restaurants, grocery NC Charlotte 4508E Independence Blvd 35.194894 −80.767442
LA ftness Yoga, ftness and instruction, gyms AZ Phoenix 7640W Tomas Rd 33.481551 −112.223225
Bank of America Banks, fnancial services NC Charlotte 9715 Callabridge Ct 35.3275006 −80.9440573
Starbucks Food, Cofee, and tea AZ Phoenix 1610N. 75T Avenue, #100 33.466005 −112.221288
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Figure 9: Confusion matrix of each model.
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words and converts words into numbers. Terefore, the
“tire repair” category was separated into “tire” and “repair”
via preprocessing, while the business category was also
divided into individual words for word embedding. Te
similarity comparison between image and business cate-
gories is the N : N comparison when categories are divided
into words; therefore, the average cosine similarity be-
tween the image and business-category words was adopted
as the similarity between the respective image and cate-
gory. A model pretrained with Google news data were
adopted as the Word2vec model, and the data of the state
of Ohio in the Yelp local business data were utilized.
Tables 2 and 3 present a part of the similarity measurement
results.

Tables 2 and 3 present the results obtained from mea-
suring the similarity between image classifcation categories
“American food” and “hair salon” with other business
categories, respectively. In Table 2, the businesses in the frst
row are most similar to “American food,” while low scores
were recorded in other business types. In Table 3, the
businesses in the seventh row are the most similar business
category to “hair salon.” Te business categories in the sixth
row exhibited the second highest similarity, which is also
illustrated in Figure 11 where “hair,” “nail,” and “skin” have
similar values after word embedding, possible owing to the
presence of a similar word “beauty” in the category. In the
results obtained from measuring the similarity between
image and business categories using Word2vec, the business

Categories of user input image

v ( 'american' )

v ( 'american' )

'American food'

v ( 'traditional' ) v ( 'restaurants' )

v ( 'food' )

v ( 'food' )

Categories of business information

Dataset
Image

Category

similarity : 06

Figure 10: Measurement similarity between images and business categories using Word2vec.

Table 2: Measurement similarity between “American food” and other business categories.

Image categories Business categories Similarity

“American,” “food”

“American,” “traditional,” “food,” “Cajun,” “creole,” “fast,” “food,” “restaurants,”
“chicken,” “wings” 0.6

“Paddleboarding,” “boating,” “rafting,” “kayaking,” “jet,” “skis,” “active,” “life” 0.14
“Active,” “life,” “trainers,” “gyms,” “ftness,” “instruction” 0.15

“Professional,” “services,” “local,” “services,” “carpet,” “cleaning” 0.24
“Parks,” “active,” “life,” “hiking” 0.14

“Eyelash,” “service,” “beauty,” “spas,” “nail,, “salons” 0.17
“Eyebrow,, “services,” “hair,, “salons,” “beauty,” “spas” 0.18

“Automotive,” “tires,, “oil,” “change,” “stations,” “transmission,” “repair,” “auto,”
“repair” 0.19

“Wedding,” “planning,” “Italian,” “caterers,” “party,” “event,” “planning,”
“restaurants,” “venues,” “event,” “spaces,” “event,, “planning,” “services” 0.19

“Country,” “clubs,” “arts,” “entertainment,” “golf,” “active,” “life” 0.25

Table 3: Measurement similarity between “hair salon” and other business categories.

Image categories Business categories Similarity

“Hair,” “salon”

“American,” “traditional,” “food,”,“Cajun,” “creole,” “fast,” “food,” “restaurants,”
“chicken,” “wings” 0.17

“Paddleboarding,” “boating,” “rafting,” “kayaking,” “jet,”, “skis,” “active,” “life” 0.13
“Active,” “life,” “trainers,” “gyms,” “ftness,” “instruction” 0.13

“Professional,” “services,” “local,” “services,” “carpet,” “cleaning” 0.19
“Parks,” “active,” “life,” “hiking” 0.06

“Eyelash,” “service,” “beauty,” “spas,” “nail,” “salons” 0.35
“Eyebrow,” “services,” “hair,” “salons,” “beauty,” “spas” 0.48

“Automotive,” “tires,” “oil,” “change,” “stations,” “transmission,” “repair,” “auto,”
“repair” 0.07

“Wedding,” “planning,” “Italian,” “caterers,” “party,” “event,” “planning,”
“restaurants,” “venues,” “event,” “spaces,” “event,” “planning,” “services” 0.16

“Country,” “clubs,” “arts,” “entertainment,” “golf,” “active,” “life” 0.13
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categories with visibly high similarity also exhibited high
similarity degrees in the results obtained from using
Word2vec; hence, businesses other than the user’s input
image can be recommended because the similarity of each
business category can be identifed.

5.4. Mobile App Prototype. Figure 12 presents a mobile app
prototype of the proposed system for recommending nearby
business locations of a product or service found in videos,
Internet, or social media when a passenger uses IVI for leisure
with a smartphone. Te business recommendation system
proceeds from left to right in Figure 12. When an image of the
food desired by a user is input, the candidates of the category
for the image are output below the image. When the user
selects a certain category, nearby business locations are dis-
played on the screen based on the user’s location information.

In addition, when the user selects a certain business, the closest
location is displayed on the screen. If the technology related to
intelligent vehicles is further advanced, it can be applied to the
infotainment system, which adopts the OS of intelligent ve-
hicles, or a business recommendation system via a head-up
display to which applied augmented reality can be provided.

6. Conclusions

In this paper, we proposed a business recommendation
system based on image data as opposed to the existing
methods that make use of multiview information in-
tegration. Te proposed recommendation system consists of
two stages: the user’s interest image classifcation and the
measurement of similarity between an input image and
business categories. To classify the user’s interest image,

1.5

1.0

0.5

0.0

–0.5

–1.0

1.51.00.50.0–0.5–1.0

Figure 11: Word embedding of categories using Word2vec.

Figure 12: A mobile app prototype of the business location recommendation system.
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relevant images were collected via web crawling.Ten, in the
frst stage, diferent deep learning-based image classifcation
models were trained and tested on the acquired data. Te
results indicated that the EfcientNet B0 model exhibited
better performance on the test data than its counterparts. In
the second stage, the similarity between image and business
categories was measured using Word2vec and converted to
vectors; then, the cosine similarity was measured between
each word to adopt the sum of the average values as the
degree of similarity. Consequently, the business category
that was visibly similar to the image category also exhibited
a high degree of similarity based on Word2vec. In addition,
the proposed recommendation system can be used for
diferent scenarios, such as, when providing recommenda-
tion services to passengers and drivers searching for nearby
businesses using the intelligent vehicle infotainment system.
In the future, we plan to improve the accuracy of the
classifer in the early steps as it may improve the overall
performance of the proposed recommendation system and
compare it with other classifcation models.
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