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Tis study combines intelligent resource optimization technology to build a dynamic student data management model and
suggests a fuzzy hierarchical network representation model based on isomorphism and homogeneity in order to increase the
efectiveness of dynamic student data management in colleges and universities. Te important semantics of nodes in the network
are also captured in this study using fuzzy k-kernel decomposition as a technique for multigranularity partitioning. Based on the
SIR model, FHNE compares the production of the sequence to the process of information transmission in the random walk stage,
which increases the node sequence’s accuracy. According to the research, the dynamic student data management system that is
used in the higher education platform that is suggested in this study can signifcantly increase the efectiveness of managing
student data.

1. Introduction

Te student model ITS (intelligent teaching system) changes
dynamically according to the interaction between students
and the system and the learning situation, which provides
the basis for the determination of teaching strategies and
teaching resources required by the system for further
teaching. Te student model is currently the most difcult
part of ITS design and a hot issue in ITS research [1]. Guided
by relevant teaching theories and learning theories, starting
from the individual learning situation and learning needs of
learners, based on research and analysis of factors afecting
learning, a student model of an intelligent teaching system is
designed [2]. Tere are many factors in the design of the
student model. For instance, it must be able to accurately
describe students’ learning situations, work with the system’s
representation of course information, help the system design
new teaching tactics, and help with implementation [3].

Te coverage model expresses the domain knowledge
that students want to learn and their constraints as a directed

knowledge structure graph, the student’s learning state is
regarded as a subgraph of this graph, and the learning
process is regarded as the approximation process of the
subgraph to the original graph. Te system based on this
model can obtain the knowledge structure defects of stu-
dents according to the comparison between the domain
knowledge structure diagram and the students’ knowledge
state diagram, to recommend the content to be learned to the
students [4].

Deviationmodel:Tis model records the deviation of the
student’s problem-solving path from the expert’s path.Tese
deviations describe a certain defciency of the student at this
knowledge point and can give specifc remedial measures
according to the type of deviation [5].

Te cognitive model refects the diferences in cognitive
ability and cognitive structure of each learner. We can
comprehend pupils’ initial learning capacity and knowledge
structure by examining their cognitive peculiarities. Te
purpose of analyzing students’ cognitive ability and cogni-
tive structure is to formulate efective teaching strategies for
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specifc teaching tasks [6]. Mental model: It refers to a
collection of interrelated speech or representation propo-
sitions, which is the deep knowledge base for people to make
inferences and predictions. Mental models describe and
record the psychological changes of students as they learn, as
well as their efects on the learning process [7].

Diferent student models represent diferent theoretical
foundations of learning. In the educational feld, behaviorist
learning theory has always occupied an important position.
In the intelligent teaching system established on the basis of
the teaching practice of this teaching theory, the corre-
sponding student model is the covering student model. In
this model, to understand the student’s learning foundation
or the student’s learning mastery level, students can be
tested, and the test results can be analyzed. Generally
speaking, a course consists of multiple units, each unit has
multiple subsections, and each subsection contains multiple
knowledge points [8]. To test the students’ mastery of a
course, it can be obtained by weighting the mastery of each
knowledge point. Te feature of the coverage model is that it
only considers the students’ right and wrong answers. Te
correct rate of answering questions is lower than a certain
percentage when learning a certain knowledge point. Be-
cause there is no analysis of the mistakes made by the
students, it is impossible to give targeted learning guidance,
and the consequences of students’ simple repetition of
learning are often repeated mistakes. Te consequence of
this continuous cycle is often that students lose interest in
learning and lose confdence in themselves [9]. It can be seen
that the coverage model is only suitable for describing the
learning situation of declarative knowledge and simple
procedural knowledge, and it is not convenient to describe
the learning situation of complex procedural knowledge. An
introduction to the bias model addresses the aforementioned
issues. In order to identify various error kinds and associated
faults, it analyzes, summarizes, and contrasts the errors
made by students with the appropriate problem-solving
techniques. In this way, students only need to relearn the
corresponding weak links, and the learning will be more
targeted, and the learning efect will naturally be better [10].
In order to establish a deviation model, it is necessary to
diagnose the students’ learning process, and domain experts
set a number of possible errors for each knowledge point.
Every time a student gets a question wrong, it must cor-
respond to one or more of the wrong sets. Te cognitive
model is an indispensable part of the student model [11].

In order to determine a student’s cognitive ability, the
question of how cognitive ability is represented must frst be
addressed. In practical applications, a relatively simple and
practical cognitive model for students is established. It is
believed that educational goals should include the content of
three domains, namely, cognitive ability domain, motor skill
domain, and afective domain [12]. Cognitive ability de-
termines the choice of learning content. Tose with higher
cognitive ability can arrange learning content with greater
knowledge difculty. Psychological factors have an impor-
tant impact on learning. Personality has an efect on learning
efect, according to research on the connection between
learner personality and learning efect: (1) Students with

tenacious-stable personalities lack empathy and place a
greater emphasis on facts than on feelings during learning.
Te subjects frequently receive high marks. Conversely,
learners with sensitive personalities tend to do well in arts
subjects. (2) Te introverted and extroverted personality
characteristics of learners are also related to the learning
efect: learners with extraverted personality characteristics
tend to ignore academic research and prefer stimulating
social activities, so they need stronger stimulation when
learning. It is suitable for processing information provided
quickly; while, learners with introverted characteristics are
more suitable for learning with slower information pro-
cessing and refective learning [13]. Studies have shown that
learners with a feld-dependent learning style are suitable for
structured learning methods based on facts, well-structured
teaching materials, and clear teaching goals. If they are not,
they should carry out an individualized learning method
based on learner control and encourage them to maximize
their learning such as inquiry, discovery, and discussion [14].

“Mastery degree” indicates the degree of mastery of
the knowledge point. Te system can set a threshold. If the
test score is higher than the threshold, the system will no
longer arrange learning; if the test score is higher than the
threshold, the system will no longer arrange learning. It
will be arranged to continue learning; if it is near the
threshold, students will be prompted whether they need to
continue to strengthen, and the students will choose [15].
Te “error number” indicates the type of error that the
student made in the knowledge point test. Te system can
obtain the corresponding error description information
and learning prompt information from the error type
table and provide it to the student for targeted learning.
Te learning strategy library records the learning strat-
egies of each knowledge point in the next round of
learning obtained after the decision.Te following cycle of
learning could involve reviewing some of the material
from the most recent unit, or it could involve learning
something entirely new. Te techniques include selecting
the subject matter to be taught, how to deliver infor-
mation, how to teach, and how to create exam questions
[16]. Te error type table is a collection of all possible
errors in the student’s study of the subject. Tis collection
is drawn up by experts in advance. New types can be added
according to the actual learning process (this will increase
the complexity of the system), or they can remain un-
changed. Based on this table, the system calculates the
student’s learning deviation and gives relevant prompt
information. Te learning assessment table records the
learning results of each knowledge point in the unit after
each test, which is the basis for adjusting students’
knowledge table and error type table, calculating cognitive
ability, and then forming teaching strategies. Te psy-
chological status table describes the psychological factors
of students during learning, and its initial value can be
entered by students when they register to indicate their
preferences. During the learning process, the system
tracks students’ learning behaviors and automatically
draws judgments [17].
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Tis study combines intelligent resource optimization
technology to construct a dynamic student data manage-
ment model to improve the management efectiveness of the
student data management data model.

2. Fuzzy Hierarchical Network Representation
Based on Isomorphism and Homogeneity

Fuzzy k-kernel decomposition is proposed to learn more
robust node representations and encode more semantics. To
overcome the limitations of the original k-kernel decom-
position, FHNE proposes fuzzy decomposition to replace the
original strict decomposition and establishes a fuzzy
k-kernel decomposition model. In the fuzzy k-kernel de-
composition method, the membership function of nodes
assigns membership values according to the similarity be-
tween node degrees and k values. Terefore, nodes that are
very close to the k-kernel will be activated during the fuzzy
k-kernel decomposition. Te core of this membership
function is that the membership value should be positively
correlated with the semantics of node importance.

Its model framework is shown in Figure 1.
Based on the k-core decomposition theory, the network

can be divided into subnetworks with diferent degrees of
aggregation according to the importance of nodes.Te larger
the value of k, the stronger the aggregation of nodes. Al-
though k-core decomposition can distinguish the impor-
tance of nodes well, it still sufers from the drawback that its
“recursive pruning” process is too strict. As shown in Fig-
ure 2, if we want to obtain the 2-core subnetwork H� (C,
EIC), the condition ∀v ∈ C: de greeH(v) ≥ 2 must be satis-
fed. Figure 3(a) shows the frst pruning from 1-core to 2-
core, and Figure 3(b) shows the fnal 2-core subnet. In the
small network shown in Figure 2, the degree of node v is 4,
which is relatively important. However, node v will be re-
moved in the process of generating the 2-core network
because it does not meet the strict defnition of a 2-core
network. To better capture the importance of nodes, the
strict conditions of the k-kernel decomposition need to be
changed by adopting a fuzzy map.

Fuzzy sets are used as a reliable means to quantitatively
express inherent ambiguity and uncertainty information and
break the boundaries of sets described by characteristic
functions. Any element can belong to multiple fuzzy subsets
at the same time, and its degree can be represented by a
membership value in the interval [0, 1], which is closer to
human perception. To solve the problem caused by exact
k-kernel decomposition, fuzzy k-core decomposition is
proposed.

Te key problem of fuzzy systems is the use of mem-
bership functions. Generally speaking, fuzzy membership
functions are divided into linear and nonlinear. In the FHNE
model, the feature of fuzzy k-core decomposition is only
node degree. Te model hopes that as the value of k in-
creases, the membership degree calculated by the node
degree can cover more semantics. It can be seen that the
typical characteristics of nonlinear membership functions
do not match this, which may lead to a sharp rise or fall in
membership. Terefore, the trapezoidal membership

function as shown in Figure 4 is adopted, and its corre-
sponding expression is shown in the following formula:

∀v ∈ G, A(v)k �

0, d(v)< k, d(v)< k,

d(v) − k

b − k
, k≤d(v)≤ b,

1, b< d(v).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

Among them, d(v) represents the degree of node v, and
A(v)k represents the membership degree of node v be-
longing to k-core. As shown in Figure 4, node v belongs to
k-core if A(v)k > λ, where λ is the cutof set of membership
functions.

Defnition 1. (Fuzzy k-core decomposition): In the k-core
decomposition process, if the membership degree of a node
is greater than or equal to the cut set a, the node belongs to
k-core, otherwise, it does not belong. If and only if
∀v ∈ C: A(v)k > λ and FH is the largest subgraph with this
property, FHk � (C, E|C) denotes a fuzzy k-core network.

Fuzzy k-kernel decomposition

Affinity functionk-kernel
decomposition

Multiple granularity maps are
reconstructed

Inter-layer mapping
Within-layer

similarity calculation

Random walk model based
on SIR

Glove training

Figure 1: FHNE frame diagram.

v

corenness 3
corenness 2
corenness 1

Figure 2: Example of k-core.
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In this section, the original network is divided into
multigranularity networks by fuzzy k-core decomposition,
and the maximum k value of the network is denoted as
max_k. If the step size of fuzzy k-core decomposition is set to
1, it will bring two problems. First, the constructed multi-
granularity subgraphs will be very large and computationally
expensive. Second, the importance of nodes on diferent
granulation layers is not very diferent, which will lead to an
unsatisfactory granulation efect. Terefore, this study de-
fnes the step size to control the number of layers l through
the fuzzy k-core decomposition algorithm, and the rela-
tionship is defned as follows:

η �
max k

l
 . (2)

Among them, l represents the number of layers.
Granular computing is a way of thinking from diferent

levels, diferent perspectives, and diferent granularities. Te
original network is divided into multiple subnetworks based
on fuzzy k-core decomposition, and each subnetwork with
diferent k-cores represents a granular layer. Te larger the
value of k, the smaller the subnet size and the stronger the
aggregation of nodes in the subnet. To better capture the
homogeneity and isomorphism of the network at the same
time, this section reconstructs the subnetworkof eachgranular
layerby introducing the structural similarityofnodes.First, the
structural similarity between nodes u and j is defned:

Simk(i, j) �
min (degree(i), deg(j))

max (degree(i), deg(j))
, i, j ∈ FHk. (3)

Among them, k represents the kth granular layer, and
Simk represents the structural similarity matrix of nodes. As
shown in formula (3), if the degrees of nodes i and j are
equal, then Simk(i, j) � 1. It is worth noting that in the
process of building a multigranularity network, the neigh-
borhood information of nodes also needs to be considered.
Among them, the adjacency matrix is used to capture the
relationship between nodes in each layer to fuse the link
information of the network. Terefore, the adjacency matrix
of the kth layer can be defned as follows:

A djk(i, j) �
1, (i, j) ∈ E,

0, (i, j) ∉ E.
 (4)

Combining the above two aspects, two nodes in the same
layer are adjacent and have similar importance; then, they
will be more likely to get closer representation. Te fnal
weight matrix is determined by the adjacency matrix Ad and
the structural similarity matrix Sim, and the weight of the
kth layer is defned as follows:

Wk(i, j) � δ ∗ Simk(i, j) +(1 − δ)∗A djk(i, j). (5)

Among them, δ is the hyperparameter governing the
matrices Sim and Adj, and the matrix W can capture the
homogeneity and isomorphism of the original network.
After reconstructing the multigranularity graph, there is
currently no connection between the granular layers, and the
core of the mutual mapping between the granular layers is to
fnd similar nodes. Obviously, similar nodes exist not only in
the same layer but also in other layers.Te larger the value of
k, the closer the nodes in the granular layer and the stronger
the similarity of nodes. In this section, the weight matrix W
is used to calculate the transition probability between
granular layers, and it tends to make nodes jump to the
granular layer with a larger k value. Te interlayer mapping
function is expressed as follows:

Mapi(k, k + 1) � 
j

Wk(i, j)

Vk


 − 1 

, (6)

Mapi(k, k + 1) � 1 − Mapi(k, k + 1). (7)

Map (k, k+ 1) represents the mapping function from the
kth layer to the (k+1) th layer, and Map (k, k−1) is the

v

(a) (b)

Figure 3: k-core decomposition process. (a) Te frst pruning. (b) 2 kernels network.

1

λ

0 k 2k d (v)

Figure 4: Trapezoidal membership function.
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mapping function from the kth layer to the (k−1) layer,
where |Vk| represents the number of nodes in the kth layer.
Temodel establishes a mapping relationship for most of the
adjacent granular layers, but the frst layer only has the
mapping to the second layer, and the last layer only has the
mapping to the previous layer. All in all, the interlayer
mapping function addresses the connectivity problem of
multigranularity graphs.

Te frst infected user of the SIR infectious disease model
corresponds to the seed node of the random walk, and the
infection process corresponds to the random walk process.
When a node transitions to the removed state, it means that
the random walk terminates. Diferent from the traditional
SIRmodel, the infection probability in this model is no longer
a fxed 0, but the similarity between nodes. Similarly, the
immune probability is no longer a fxed β, and the immune
conditions of nodes are shown in the following formula:

W(i, j)< 
v∈Vk

Wk(i, v)

Vk


 − 1 

. (8)

In general, the selection of subsequent nodes is only
related to the current node. However, the actual situation is
that other tail nodes that are already in the walk sequence will
also afect the subsequent walk. Te model introduces a
multinode infuence mechanism to allow nodes to consider
more information in the process of walking, which is defned
as follows:

SIMI(i, j)< 
n∈ns[−ls:]

W(i, n). (9)

Among them, ns represents the existing node sequence,
and ls represents the last few nodes in the sequence ns.
Taking into account the time complexity of random walk
and the obtained sequence efect, the value of ls is set to half
of the glove training window.

Tis study models the training process of the node se-
quence. First, some symbols are explained. Te matrix of
node co-occurrence counts is denoted by X, and Xi repre-
sents the number of occurrences of node j in the context
sequence of node i, Xi � kXik represents the number of
occurrences of any node in the context of node i, and Pij �

(Pj/i) � Xij/Xi represents the probability of node j
appearing in the context of node i.

Te same is true for the training of nodes in the network,
and nodes can be compared to words. For nodes i and j, this
section examines the relationship between nodes by intro-
ducing probe node k. Te general model can be represented
as follows:

F(Φ(i),Φ(j),Φ(k)) �
Pik

Pjk

. (10)

Among them,Φ ∈ Rd is the vector of the node itself, and
Φ∈ Rd is the vector that is the context of other nodes. Te
possibilities of the function F are various, but by performing
some operations, it can be induced to convert it into an
understandable formula. First, F encodes information at a
ratio Pik/Pjk in the node vector space. Since vector spaces are

inherently linear in structure, the most natural approach is
to use vector diference. With this goal in the hand, the
model can construct F as a function that embodies the node
diferences, so that formula (10) can be modifed as follows:

F(Φ(i) −Φ(j),Φ(k)) �
Pik

Pjk

. (11)

In formula (11), the parameter of F on the left is a vector
and the parameter on the right is a scalar. While F can be
thought of as a complex function parameterization, such as a
neural network, doing so confuses the linear structure one is
trying to model. To avoid this problem, the left side of the
formula can be dot-product frst:

F (Φ(i) −Φ(j))
TΦ(k)  �

Pik

Pjk

. (12)

Tis is to prevent F from changing the vector dimension
in an incorrect way. It is worth noting that for the node co-
occurrence matrix, the roles between the node itself and the
context node are interchangeable. To do this, the function
needs to satisfy the symmetry, and formula (12) does not
satisfy the symmetry, but it can be satisfed by the multistep
transformation, and the specifc operation is as follows:

F (Φ(i) −Φ(j))
TΦ(k)  �

Pik

Pjk

�
F Φ(i)

T Φ(k) 

F Φ(i)
T Φ(k) 

, (13)

F Φ(i)
T Φ(k)  � Pik �

Xik

Xi

. (14)

Te left side of the formula represents subtraction and
the right side represents division. We can execute expo-
nential operations on the left and right sides to transform
them into equivalent expressions, that is, F� exp.

Φ(i)
T Φ(k) � log Pik(  � log Xik(  − log Xi( . (15)

Without the term b on the right-hand side, (15) satisfes
exchange symmetry. Although this term is independent of k,
it can be absorbed into the bias term bi of Φ(i). Ten, Φ(k)

adds an extra bias term bk, and the formula restores
symmetry.

Φ(i)
T Φ(k) + bi + bk � log Xik( . (16)

Formula (16) is a simple visualization of formula (10).
Since the logarithmic function is meaningless when its ar-
gument is zero, one way to solve this problem is to add a
term to the logarithm, such as log(Xik)⟶ log (Xik + 1),
which guarantees the sparsity of X and avoids the divergence
problem of the logarithm. Next, formula (16) is converted
into a least squares problem, and the model can learn the
node sequence. At the same time, the weight functionf(Xij)

is introduced into the loss function, and the model is defned
as follows:

Φ(i)
T Φ(k) + bi + bk � log Xik( . (17)
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Among them, IV is the set of network nodes. If the same
weight is used for each co-occurring node, the important
diference between nodes cannot be refected.Terefore, this
section introduces the weight function f(Xij), which needs
to meet the following properties:

(1) f(0)� 0. When the number of co-occurrences of
words is 0, the corresponding weight should be 0.

(2) F must be a nondecreasing function, so as to ensure
that the weight will not decrease as the number of
node co-occurrences increases

(3) For large values of x, the upward trend of f(x) should
be relatively small, so that the weight of frequently
occurring co-occurring nodes is not too large

Combining the above three points, the defnition of the
weight function f(x) is as follows:

f(x) �

x

xmax
 

α

, ifx< xmax,

1, otherwise.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(18)

Te performance of the model depends to a small extent
on the cutof value. Tis model fxes it as xmax � 100 for all
experiments. According to expert experience and many
experiments, the model efect is improved to a certain extent
when α � 3/4.

3. Dynamic Student Data Management

Temodel is constructed according to the basic information
of the learner, and it is simplifed into a three-dimensional
student model as shown in Figure 5.

Learning ability

Knowledge defects and
existing problems

Learning history

Level of mastering

Learning performance

Cognitive attributes

Behavior and
dynamic properties

Name (student number), gender, age

Learning goals, learning motivation

Have basic knowledge or not (do not know, know
master), learning strategies, learning preferences

Static learning characteristics
(personality characteristics)

The structure of knowledge

Figure 5: 3D model of learner feature attributes.

Human-
computer

interaction
interface

Agent

Student Agent

Teacher Agent

Answer Agent

Evaluation
diagnosis

Agent

Tutoring
practice Agent

Student model library

Basic student information database 
Student knowledge structure base

Cognitive ability assessment Library 
Learning history library 

Learning performance library

Student model library

Answer
repository

Examination
questions

library

Strategy
library

Learning
resources

Knowledge
base

Knowledge base

Figure 6: Student model library.
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Te process and working principle of the system are
shown in Figure 6.

Multilabel classifcation refers to assigning one or more
labels to each sample in a dataset. Tis section will validate
the ability of the FHNE model on the multilabel classif-
cation task on the BlogCatalog and PPI datasets. In the
previous chapter, we have defned four prediction cases (TP,
FP, FN, TN) for binary classifcation. According to these
four cases, this section can calculate the classifcation pre-
cision and recall, where the calculation formula of the ac-
curacy is as follows:

Precision �
TP

TP + FP
. (19)

Te formula for calculating recall is as follows:

Recall �
TP

TP + FN
. (20)

When using precision or recall to evaluate the clas-
sifcation results, if the value of precision or recall is high,
it is the most ideal situation. Many times, the values of
precision and recall are often not positively correlated. As
an extreme example, it is assumed that the number of
positive and negative samples in a dataset is 50, the
prediction result shows that there is only one positive
sample, and the prediction is correct. In this case, the
precision result is 100%, but the recall rate is very low,
only 1/50. Te F1 value combines the above two indicators
and is a fairer evaluation indicator. Te calculation
method is as follows:
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Figure 7: Te spatial visualization of the network vector of the students’ teaching process. (a) Deep walk. (b) Node2vec. (c) SDNE. (d)
Struc2vec. (e) HARP(LINE). (f ) FHNE.
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F1 �
2∗precision ∗ recall

precision + recall
. (21)

Tis section takes the teaching process of students as an
example to verify the ability of the FHNE model in teaching
visualization. Since this dataset is relatively small, we directly
use the baseline method and FHNE to learn the 2D vector
representation of nodes. Te visualization results are shown
in Figure 7.

As shown in Figures 7(a), 7(b), and 7(e), DeepWalk,
node2vec, and HARP(LINE) fail to capture the homo-
geneity of the network. As shown in Figure 7(c), SDNE
can capture the structure of nodes to a certain extent.
Most of the light blue nodes are almost coincident (lower
left corner), but other types of nodes are scattered.
Struc2vec and FHNE capture structural equivalence very
well. For the struc2vec algorithm, in Figure 7(d), nodes of
the same type have a certain degree of aggregation, but the
degree of discrimination of nodes of diferent types is not

large. Overall, FHNE performs better than struc2vec.
From Figure 7(f ), it can be seen that most of the nodes of
the same type are clearly clustered into one class, and the
underlying representations between diferent types of
nodes have obvious diferences.

Te parameter sensitivity analysis of the FHNE model is
performed in this work. Te FHNEmethod includes various
parameters, and this part confrms, as depicted in Figure 8,
how diferent settings afect the classifcation performance of
student dynamic data. Except for the parameter to be tested,
all other parameters have default values.

Te classifcation works best when l� 4, because the
nodes in the dataset are labeled with four types of labels
(corresponding to the number of layers l� 4) according to
the activity level.

On the basis of the above research, the efect of dynamic
student data management is verifed, and the efect of re-
source optimization and student data management is
studied, as shown in Tables 1 and 2, respectively.
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Figure 8: Parameter sensitivity analysis.
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From the above research, we can see that the dynamic
student data management using resource optimization
technology in the higher education platform proposed in
this study can efectively improve the efciency of college
student data management.

4. Conclusion

Te student model is one of the core components to realize
intelligence, and ITS can implement personalized teaching
for learners according to the student model. Te student
model is a data structure representing the cognitive char-
acteristics of the learner. On the one hand, it captures
fundamental data like the student’s name, gender, and
student ID. On the other hand, it correctly refects the
learner’s degree of knowledge, capacity for learning, state of
mind, and other factors. Te student knowledge base de-
scribes and records the student’s learning progress and level,
as well as the student’s error type at each knowledge point.
Tis study combines the intelligent resource optimization
technology to construct a dynamic student data manage-
ment model to improve the management efectiveness of the
student data management data model. Te research shows
that dynamic student data management using resource
optimization technology in the higher education platform
proposed in this study can efectively improve the efciency
of college student data management.
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