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The passive fuzzy control for discrete-time uncertain Takagi-Sugeno (T-S) fuzzy models with multiplicative noises and time delay
is investigated subject to robust asymptotical stability. Applying Jensen’s inequality and free-weighting matrix technique, less
conservative sufficient conditions are derived via choosing Lyapunov function to analyze and synthesize the robust asymptotical
stability and passivity of closed-loop system. The derived conditions are not strictly linear matrix inequality (LMI) problems,
thus the cone complementarity technique is employed to propose a suboptimal technique to solve the proposed nonstrictly LMI
problems. An algorithm is developed in this paper to design the fuzzy controller which can be accomplished by state-feedback
scheme or output-feedback scheme. Finally, numerical examples are provided to demonstrate the feasibility and applicability of the
proposed fuzzy controller design technique.

1. Introduction
The delay-dependent stability analysis and synthesis of T-S
fuzzymodel with time delay has been extensively discussed in
[1–4].The time delay is an inherent and unavoidable effect on
many practical dynamic nonlinear systems. In literature, the
stability conditions of T-S fuzzy model with time delay were
derived in terms of LMI problem [5] that can be solved by
convex optimization technique. Furthermore, many relaxed
techniques have been proposed to extend the maximum
allowable delay range. For example, the piecewise Lyapunov
function technique, fuzzy Lyapunov function approach, and
free-weighting matrix approach have been used in [6–10] to
reduce the conservatism of stability and stabilization prob-
lems for T-S fuzzy model with time delay. Although the con-
servatism of concerned problems can be decreased by such
approaches, too many variables are needed to be found for
satisfying their stability conditions. It is known that the com-
plications of control synthesis and computational demands
are increasing when the number of free variables is increased.
Hence, the less conservative stability criteria with few free

variables for dealing with T-S fuzzy model with time delay
are worth to be discussed and investigated.

As well known, the performance requirement is the most
important issue in the stability analysis and synthesis of con-
trol systems. For attenuating the effect of the external disturb-
ance on systems, many efforts [11–17] proposed useful tech-
niques such that the attenuation performance of system can
be achieved. From [17], it can be found that the dissipa-
tivity and its particular case of passivity can be defined as
𝐻

∞
performance constraint, positive real performance con-

straint, strictly input passive performance constraint, strictly
output passive performance constraint, and strictly vary
passive performance constraint by setting different power
supply function [18]. Based on the power supply function, the
passivity theory proposes a general and elastic tool for dealing
with the effect of disturbance on the systems. On the other
hand, uncertainty is often an existing phenomenon which is
caused by modeling errors and internal perturbations. Gen-
erally, the parameter uncertainties of system are considered as
norm-bounded time-varying function [1, 2, 12]. Considering
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external disturbances and uncertainties, the robust stability
and passivity become important performances of control sys-
tems.

Recently, the stochastic systems have received much
attention based on the stochastic modeling approach [19].
Therefore, many efforts have been devoted to expand the sta-
bility criteria [20, 21] fromdeterministic systems to stochastic
ones. Applying the fuzzy modeling approach, the nonlinear
stochastic systems can be approximated by blending lin-
ear stochastic subsystems with corresponding membership
functions. In literature [22–27], the nonlinear stochastic sys-
tems were represented by T-S fuzzy models in which the
consequent part is structured by Itô stochastic differential
equations. Since the consequent part of stochastic fuzzymode
belongs to linear stochastic systems, the Itô formula can also
be employed to analyze the stability of stochastic T-S fuzzy
systems. And then, the parallel distributed compensation
(PDC) technique [17] was employed to design the fuzzy con-
troller such that stability of nonlinear stochastic system is
achieved. In case of continuous-time T-S fuzzy model, the
delay-dependent stability and stabilization problems were
studied in [23], robust fuzzy controller problems were dis-
cussed in [24–26], and robust fuzzy filtering design problem
was addressed in [27, 28]. However, only few efforts [29–32]
have been proposed for solving the stability and stabilization
problems of discrete-time stochastic nonlinear systems.

From the above motivations, the fuzzy controller design
of discrete uncertain T-S fuzzy model with multiplicative
noise and time delay is investigated in this paper subject to
passivity and robust asymptotical stability. The time delay
effect is concerned as an interval time-varying delay [9] in this
paper. Based on the discrete type Jensen inequality [33] and
free-weighting matrix technique, the less conservative suffi-
cient conditions are derived via Lyapunov function to achieve
the robust asymptotical stability. In addition, the passivity
theory is applied to discuss the external disturbance effect on
the system.While deriving the conditions, none of the model
transportation is used to avoid the potential conservatism of
stability criteria in time delay systems. Since the proposed
sufficient conditions belong to nonstrictly LMI problems, an
algorithm based on cone complementarity technique [34] is
developed in this paper. With the proposed algorithm, the
feasible solutions of the conditions and allowable maximum
upper bound of interval time-varying delay can be found by
LMI technique. The main contributions of this paper can be
summarized as follows. (1) Achieving passivity performance
constraint, a robust fuzzy controller is developed in this paper
for discrete uncertain T-S fuzzy model with multiplicative
noise and time delay. (2) Comparing previous researches, the
proposed fuzzy control method provides less conservatism
because it can find bigger allowable maximum upper bound
of time delay and its less desired unknown variables reduce
the mathematical complexity. At last, two numerical exam-
ples are employed to demonstrate the effectiveness and appli-
cation of the proposed design method.

Notation. The following notations are applied throughout
this paper. The tr(A) denotes the trace of matrix A. The I
is identity matrix with appropriate dimension.The diag{⋅ ⋅ ⋅ }

means block-diagonal matrix. The ∗ denotes the transposed
elements of matrices for symmetric position. The 𝐸{𝑄(⋅)}
denotes the expected value of function 𝑄(⋅). Moreover, let
(Ω,F, {F

𝑡
}
𝑡≥0

,P) be a complete probability space with fil-
tration {F

𝑡
}
𝑡≥0

satisfying the usual conditions (i.e., the filtra-
tion contains all P-null sets and is right continuous).

2. System Description and Problem Statement

Applying the fuzzy modeling approach, the nonlinear sto-
chastic systems can be represented by the T-S fuzzy model
with multiplicative noise. Hence, the uncertain T-S fuzzy
model with interval time-varying delay and multiplicative
noise can be structured as follows:

𝑥 (𝑘 + 1) =

𝑟

∑

𝑖=1

ℎ
𝑖
(𝜃 (𝑘)) {𝑓

𝑖
(𝑘) + 𝑓

𝑖
(𝑘) 𝛽 (𝑘)} , (1a)

𝑧 (𝑘) =

𝑟

∑

𝑖=1

ℎ
𝑖
(𝜃 (𝑘)) {C

1𝑖
𝑥 (𝑘) + C

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘)) +D

𝑖
V (𝑘)} ,

𝑖 = 1, 2, . . . , 𝑟,

(1b)

𝑦 (𝑘) =

𝑟

∑

𝑖=1

ℎ
𝑖
(𝜃 (𝑘)) {C

2𝑖
𝑥 (𝑘)} , (1c)

𝑥 (𝑘) = 𝜑 (𝑘) , 𝑘 = 0, −1, . . . , −𝜏 (𝑘) , (1d)

where

𝑓
𝑖
(𝑘) = (A

𝑖
+ ΔA

𝑖
) 𝑥 (𝑘) + (A

𝑑𝑖
+ ΔA

𝑑𝑖
) 𝑥 (𝑘 − 𝜏 (𝑘))

+ (B
𝑖
+ ΔB

𝑖
) 𝑢 (𝑘) + (E

𝑖
+ ΔE

𝑖
) V (𝑘) ,

(2a)

𝑓
𝑖
(𝑘) = (A

𝑖
+ ΔA

𝑖
) 𝑥 (𝑘) + (A

𝑑𝑖
+ ΔA

𝑑𝑖
) 𝑥 (𝑘 − 𝜏 (𝑘))

+ (B
𝑖
+ ΔB

𝑖
) 𝑢 (𝑘) + (E

𝑖
+ ΔE

𝑖
) V (𝑘) .

(2b)

Besides, ∑𝑟

𝑖=1
ℎ
𝑖
(𝜃(𝑘)) = 1, ℎ

𝑖
(𝜃(𝑘)) ≥ 0 is the grade of mem-

bership function, 𝜃(𝑘) is the set of premise variables, 𝑟 is the
number of fuzzy rules, and A

𝑖
, A

𝑑𝑖
, B

𝑖
, E

𝑖
, A

𝑖
, A

𝑑𝑖
, B

𝑖
, E

𝑖
,

C
1𝑖
, C

2𝑖
, C

𝑑𝑖
and D

𝑖
are known constant matrices with

appropriate dimensions. 𝑥(𝑘) ∈ R𝑛
𝑥 , 𝑥(𝑘 − 𝜏(𝑘)) ∈

R𝑛
𝑥 , 𝑢(𝑘) ∈ R𝑛

𝑢 , 𝑧(𝑘) ∈ R𝑛
𝑧 , 𝑦(𝑘) ∈ R𝑛

𝑧 , V(𝑘) ∈ R𝑛
𝑧 , and

𝜑(𝑘) are state vector, state delay vector, controller input vector,
controlled output vector, measurable output vector, external
disturbance input vector, and initial condition, respectively.
In addition, the 𝛽(𝑘) denotes standard scalar discreteWiener
process (Brownian motion) [19] on (Ω,F,P) with
𝐸{𝛽(𝑘)} = 0 and 𝐸{𝛽

2

(𝑘)} = 1. The time-varying delay 𝜏(𝑘)

is a positive integer and satisfies 𝜏min ≤ 𝜏(𝑘) ≤ 𝜏max. Here,
𝜏min and 𝜏max are known lower and upper bounds of delay,
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respectively. Moreover, ΔA
𝑖
, ΔA

𝑑𝑖
, ΔB

𝑖
, ΔE

𝑖
, ΔA

𝑖
, ΔA

𝑑𝑖
,

ΔB
𝑖
, and ΔE

𝑖
are defined as follows:

[
ΔA

𝑖
ΔA

𝑑𝑖
ΔB

𝑖
ΔE

𝑖

ΔA
𝑖
ΔA

𝑑𝑖
ΔB

𝑖
ΔE

𝑖

]

= [
H

𝑖
0

0 H
𝑖

] [
Δ (𝑘) 0

0 Δ (𝑘)
] [

R
𝑖
R

𝑑𝑖
R

𝐵𝑖
R

𝐸𝑖

R
𝑖
R

𝑑𝑖
R

𝐵𝑖
R

𝐸𝑖

] ,

(3)

where H
𝑖
, H

𝑖
, R

𝑖
, R

𝑑𝑖
, R

𝐵𝑖
, R

𝐸𝑖
, R

𝑖
, R

𝑑𝑖
, R

𝐵𝑖
, and R

𝐸𝑖
are

known constant matrices and Δ(𝑘) and Δ(𝑘) are unknown
time-varying function with Δ(𝑘)Δ(𝑘) ≤ I and Δ(𝑘)Δ(𝑘) ≤ I.
In the following statements, the ℎ

𝑖
(𝜃(𝑘)), Δ(𝑘), and Δ(𝑘) are

denoted as ℎ̂
𝑖
, Δ, and Δ, respectively, for simplifying the

context of this paper.
With state-feedback control scheme, the PDC-based

fuzzy controller can be designed as follows:

𝑢 (𝑘) =

𝑟

∑

𝑖=1

ℎ̂
𝑖
(F

𝑖
𝑥 (𝑘)) . (4)

Substituting (4) into (1a), the closed-loop uncertain T-S fuzzy
model with interval time-varying delay and multiplicative
noise can be inferred as follows:

𝑥 (𝑘 + 1)

=

𝑟

∑

𝑖=1,𝑗=1

ℎ̂
𝑖
ℎ̂
𝑗
{(f

𝑖𝑗
+H

𝑖
Δf

𝑅𝑖𝑗
+ (f

𝑖𝑗
+H

𝑖
Δ f

𝑅𝑖𝑗
) 𝛽 (𝑘)) 𝜉 (𝑘)}

=

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ̂
𝑖
ℎ̂
𝑗
{
1

2
(f

𝑖𝑗
+H

𝑖
Δf

𝑅𝑖𝑗
+ f

𝑗𝑖
+H

𝑗
Δf

𝑅𝑗𝑖

+ (f
𝑖𝑗
+H

𝑖
Δ f

𝑅𝑖𝑗
+f

𝑗𝑖
+H

𝑗
Δ f

𝑅𝑗𝑖
)𝛽(𝑘))𝜉(𝑘) } ,

(5)

where
𝜉 (𝑘)

= [𝑥
𝑇

(𝑘) 𝑥
𝑇

(𝑘 − 𝜏 (𝑘)) V𝑇(𝑘) 𝑥
𝑇

(𝑘 − 𝜏max) 𝑥
𝑇

(𝑘 − 𝜏min) 𝜂(𝑘)] ,

f
𝑖𝑗
= [G

𝑖𝑗
A

𝑑𝑖
E

𝑖
0
1×3

] ,

f
𝑖𝑗
= [G

𝑖𝑗
A

𝑑𝑖
E

𝑖
0
1×3

] ,

f
𝑅𝑖𝑗

= [R
𝑖𝑗

R
𝑑𝑖

R
𝐸𝑖

0
1×3

] ,

f
𝑅𝑖𝑗

= [R
𝑖𝑗

R
𝑑𝑖

R
𝐸𝑖

0
1×3

] ,

G
𝑖𝑗
= A

𝑖
+ B

𝑖
F

𝑗
, G

𝑖𝑗
= A

𝑖
+ B

𝑖
F

𝑗
,

R
𝑖𝑗
= R

𝑖
+ R

𝐵𝑖
F

𝑗
, R

𝑖𝑗
= R

𝑖
+ R

𝐵𝑖
F

𝑗
,

𝜂 (𝑘) = 𝑥 (𝑘) − 𝑥 (𝑘 − 𝜏 (𝑘)) .

(6)

For deriving the stability criteria of this paper, the follow-
ing definitions and lemmas are necessary to be introduced.
Based on the energy concept, the passivity theory provides

a useful tool to discuss the effect of external disturbance for
achieving attenuation performance. Here, the passivity prop-
erty is introduced in the following definition.

Definition 1 (see [18]). If there exist constant matrices S
1
,

S
2
, and S

3
for satisfying the following inequality, then the

closed-loop system (5) is called passive with the disturb-
ance V(𝑘) and controlled output 𝑧(𝑘) for all terminal time
𝑘
𝑞
> 0:

𝐸

{

{

{

2

𝑘
𝑞

∑

𝑘=0

𝑧
𝑇

(𝑘) S
1
V (𝑘)

}

}

}

> 𝐸

{

{

{

𝑘
𝑞

∑

𝑘=0

𝑧
𝑇

(𝑘) S
2
𝑧 (𝑘) +

𝑘
𝑞

∑

𝑘=0

V𝑇 (𝑘) S
3
V (𝑘)

}

}

}

.

(7)

Via the well-known mathematical definition of power supply
function [18], the passivity theory includes several perfor-
mance constraints with setting matrices S

1
, S

2
, and S

3
. In this

paper, the generalized power supply function (7) is proposed
to be the constraint index. Besides, for illustrating the con-
cerned stability concept clearly, the following definition is
introduced.

Definition 2 (see [19]). For the closed-loop system (5)without
external disturbance input, that is, V(𝑘) = 0, the solution
with admissible uncertainties is robustly asymptotically stable
in the mean square if 𝐸{𝑥(𝑘)} and state correlation matrix
𝐸{𝑥

𝑇

(𝑘)𝑥(𝑘)} converge to zero as 𝑡 → ∞.

For analyzing the uncertainties of systems, the following
lemma is proposed to convert the uncertain matrices into
deterministic matrices.

Lemma 3 (see [26]). Given real compatible dimension matri-
cesA,H, and R for anymatrixX > 0, 𝜀 > 0, Δ with Δ

𝑇

Δ ≤ I,
one can find the following results:

(A +HΔR)𝑇X (A +HΔR)

≤ A𝑇

(X−1

− 𝜀HH𝑇

)
−1

A + 𝜀
−1R𝑇R,

(8)

where X−1

− 𝜀HH𝑇

> 0.

In this paper, the following discrete type Jensen inequality
is employed to derive the less conservative sufficient condi-
tions.

Lemma 4 (see [33]). For any compatible constant matrices
Q = Q𝑇

> 0, scalars 𝜏min > 0 and 𝜏max > 0 satisfying 𝜏min <

𝜏max and vector function 𝜛 : [𝜏min, 𝜏min + 1, . . . , 𝜏max] →

R𝑛
𝑥 such that the following sums are well defined, it holds that

− (𝜏max − 𝜏min + 1)

𝜏max

∑

𝑘=𝜏min

𝜛
𝑇

(𝑘)Q𝜛 (𝑘)

≤ −(

𝜏max

∑

𝑘=𝜏min

𝜛 (𝑘))

𝑇

Q
𝜏max

∑

𝑘=𝜏min

𝜛 (𝑘) .

(9)
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From the above definitions and lemmas, the sufficient
conditions are derived in the following section for guarantee-
ing the robust asymptotical stability and passivity of closed-
loop system (5).

3. Stabilization Criteria and Robust Fuzzy
Controller Design

In this section, the stability criteria for closed-loop system (5)
are derived with both of state-feedback control scheme and
output-feedback control scheme. The sufficient conditions
derived in this paper are nonstrictly LMI problems. In order
to solve the proposed nonstrictly LMI problems, an algorithm
is also developed in this section.

Theorem 5. Given performance parameters S
1
, S

2
≥ 0,

and S
3
; positive scalars 𝜏min > 0 and 𝜏max > 0, if there exist

positive definite matrices P
1
> 0, P

2
> 0, P

3
> 0, P

4
>

0, and P
5
> 0, any matrices N

1
, N

2
, and N

3
, scalars 𝜀

𝑖𝑗
>

0 and 𝜀
𝑖𝑗
> 0, and state-feedback gains F

𝑖
for satisfying the

following conditions, then the closed-loop system (5) is passive
and robustly asymptotically stable in the mean square:

Φ < 0 for 𝑖, 𝑗 ≤ 𝑟, (10)

where

Φ =

[
[
[
[
[

[

Φ
11𝑖𝑗
Φ

12
Φ

13
Φ

14
Φ

15

∗ Φ
22

0 0 0

∗ ∗ Φ
33

0 0

∗ ∗ ∗ Φ
44

0

∗ ∗ ∗ ∗ Φ
55

]
]
]
]
]

]

, (11)

Φ
11𝑖𝑗

= Φ +
1

2
(W

𝑖𝑗
+W

𝑗𝑖
) ,

Φ
12
=
1

2
[Φ

12𝑖𝑗
Φ

12𝑗𝑖
] , Φ

13
= √𝜏maxΦ12

,

Φ
14
=
1

2
[Φ

14𝑖𝑗
Φ

14𝑗𝑖
] , Φ

15
= √𝜏maxΦ14

,

Φ
22
= diag {Φ

22𝑖𝑗
,Φ

22𝑗𝑖
} , Φ

33
= diag {Φ

33𝑖𝑗
,Φ

33𝑗𝑖
} ,

Φ
44
= diag {Φ

44𝑖𝑗
,Φ

44𝑗𝑖
} , Φ

55
= diag {Φ

55𝑖𝑗
,Φ

55𝑗𝑖
} ,

(12a)

Φ

=

[
[
[
[
[
[

[

Φ
11

𝜏
−1

maxP5
−N

1
+ N𝑇

2
0 0 0 −N

1
+ N𝑇

3

∗ −𝜏
−1

maxP5
− P

4
− N𝑇

2
− N

2
0 0 0 −N

2
− N𝑇

3

∗ ∗ 0 0 0 0

∗ ∗ ∗ −P
2

0 0

∗ ∗ ∗ ∗ −P
3

0

∗ ∗ ∗ ∗ ∗ −N𝑇

3
− N

3

]
]
]
]
]
]

]

,

W
𝑖𝑗

=

[
[
[
[
[
[
[

[

C𝑇

1𝑖
S
2
C

1𝑗
C𝑇

1𝑖
S
2
C

𝑑𝑗
C𝑇

1𝑖
S
2
D

𝑗
− C𝑇

1𝑖
S
1

0 0 0

∗ C𝑇

𝑑𝑖
S
2
C

𝑑𝑗
C𝑇

𝑑𝑖
S
2
D

𝑗
− C𝑇

𝑑𝑖
S
1

0 0 0

∗ ∗ S
3
− D𝑇

𝑖
S
1
− S𝑇

1
D

𝑖
+ D𝑇

𝑖
S
2
D

𝑗
0 0 0

∗ ∗ ∗ 0 0 0

∗ ∗ ∗ ∗ 0 0

∗ ∗ ∗ ∗ ∗ 0

]
]
]
]
]
]
]

]

,

Φ
11
= P

2
+ P

3
+ (𝜏max − 𝜏min + 1)P

4
− P

1
− 𝜏

−1

maxP5

+ N𝑇

1
+ N

1
,

Φ
12𝑖𝑗

= [f𝑇
𝑖𝑗

f𝑇
𝑅𝑖𝑗
] , Φ

14𝑖𝑗
= [f

𝑇

𝑖𝑗
f
𝑇

𝑅𝑖𝑗
] ,

Φ
22𝑖𝑗

= diag {𝜀
𝑖𝑗
H

𝑖
H𝑇

𝑖
− P−1

1
, −𝜀

𝑖𝑗
I} ,

Φ
33𝑖𝑗

= diag {𝜀
𝑖𝑗
H

𝑖
H𝑇

𝑖
− P−1

5
, −𝜀

𝑖𝑗
I} ,

Φ
44𝑖𝑗

= diag {𝜀
𝑖𝑗
H

𝑖
H𝑇

𝑖
− P−1

1
, −𝜀

𝑖𝑗
I} ,

Φ
55𝑖𝑗

= diag {𝜀
𝑖𝑗
H

𝑖
H𝑇

𝑖
− P−1

5
, −𝜀

𝑖𝑗
I} .

(12b)

Proof . Choose the following Lyapunov function:

𝑉 (𝑥 (𝑘)) = 𝑉
1
(𝑥 (𝑘)) + 𝑉

2
(𝑥 (𝑘)) + 𝑉

3
(𝑥 (𝑘)) + 𝑉

4
(𝑥 (𝑘)) ,

(13)

where

𝑉
1
(𝑥 (𝑘)) = 𝑥

𝑇

(𝑘)P
1
𝑥 (𝑘) , (14a)

𝑉
2
(𝑥 (𝑘)) =

𝑘−1

∑

ℓ=𝑘−𝜏max

𝑥
𝑇

(ℓ)P
2
𝑥 (ℓ) +

𝑘−1

∑

ℓ=𝑘−𝜏min

𝑥
𝑇

(ℓ)P
3
𝑥 (ℓ)

+

𝑘−1

∑

ℓ=𝑘−𝜏(𝑘)

𝑥
𝑇

(ℓ)P
4
𝑥 (ℓ) ,

(14b)

𝑉
3
(𝑥 (𝑘)) =

−𝜏min

∑

𝑠=−𝜏max+1

𝑘−1

∑

ℓ=𝑘+𝑠

𝑥
𝑇

(ℓ)P
4
𝑥 (ℓ) , (14c)

𝑉
4
(𝑥 (𝑘)) =

−1

∑

𝑠=−𝜏max+1

𝑘−1

∑

ℓ=𝑘+𝑠

Δ𝑥
𝑇

(ℓ)P
5
Δ𝑥 (ℓ) , (14d)

where Δ𝑥(𝑘) = 𝑥(𝑘 + 1) − 𝑥(𝑘). Firstly, calculating the
difference of 𝑉

1
(𝑥(𝑘)) in (14a) along the trajectory of closed-

loop system (5) and taking the mathematical expectation,
the following inequality can be obtained with relations
ℎ̂
𝑖
ℎ̂
𝑗
ℎ̂
𝑚
ℎ̂
𝑛
≤ ℎ̂

𝑖
ℎ̂
𝑗
and 0 ≤ ℎ̂

𝑖
≤ 1:

𝐸 {Δ𝑉
1
(𝑥 (𝑘))}

≤ 𝐸

{

{

{

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ̂
𝑖
ℎ̂
𝑗

× {𝜉
𝑇

(𝑘) ((f +HΔ̃f
𝑅
)
𝑇

P̃
1
(f +HΔ̃f

𝑅
)

+(f +H ̃
Δ f

𝑅
)

𝑇

× P̃
1
(f +H ̃

Δf
𝑅
))

× 𝜉 (𝑘) − 𝑥
𝑇

(𝑘)P
1
𝑥 (𝑘) }

}

}

}

,

(15)
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where f = (1/2)[f𝑇
𝑖𝑗

f𝑇
𝑗𝑖
]
𝑇

, f
𝑅

= (1/2)[f𝑇
𝑅𝑖𝑗

f𝑇
𝑅𝑗𝑖
]
𝑇

, f =

(1/2)[f
𝑇

𝑖𝑗
f
𝑇

𝑗𝑖
]

𝑇

, f
𝑅
= (1/2)[f

𝑇

𝑅𝑖𝑗
f
𝑇

𝑅𝑗𝑖
]

𝑇

, H = diag{H
𝑖
,H

𝑗
},

H = diag{H
𝑖
,H

𝑗
}, Δ̃ = diag{Δ, Δ}, ̃Δ = diag{Δ, Δ}, and P̃

1
=

diag{P
1
,P

1
}. According to Lemma 3, the following inequali-

ties always hold:

(f +HΔ̃f
𝑅
)
𝑇

P̃
1
(f +HΔ̃f

𝑅
)

≤ f𝑇(P̃−1

1
− 𝜀HH)

−1

f + 𝜀
−1f𝑇

𝑅
f
𝑅
,

(16a)

(f +H ̃
Δ f

𝑅
)

𝑇

P̃
1
(f +H ̃

Δ f
𝑅
)

≤ f
𝑇

(P̃−1

1
− 𝜀̃HH)

−1

f + 𝜀̃
−1

f
𝑇

𝑅
f
𝑅
,

(16b)

where 𝜀 = diag{𝜀
𝑖𝑗
, 𝜀

𝑗𝑖
} and 𝜀̃ = diag{𝜀

𝑖𝑗
, 𝜀

𝑗𝑖
}. According to

(16a) and (16b), one can obtain the following inequality from
(15):

𝐸 {Δ𝑉
1
(𝑥 (𝑘))}

≤ 𝐸

{

{

{

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ̂
𝑖
ℎ̂
𝑗

× {𝜉
𝑇

(𝑘) (f𝑇(P̃−1

1
− 𝜀HH)

−1

f

+ 𝜀
−1f𝑇

𝑅
f
𝑅
+ f

𝑇

(P̃−1

1
− 𝜀̃HH)

−1

f

+𝜀̃
−1

f
𝑇

𝑅
f
𝑅
) 𝜉 (𝑘)−𝑥

𝑇

(𝑘)P
1
𝑥 (𝑘)}

}

}

}

.

(17)

Furthermore, the difference of other Lyapunov functions,
that is, 𝑉

2
(𝑥(𝑘)), 𝑉

3
(𝑥(𝑘)), and 𝑉

4
(𝑥(𝑘)), can be obtained as

follows:
𝐸 {Δ𝑉

2
(𝑥 (𝑘))}

≤ 𝐸

{

{

{

𝑥
𝑇

(𝑘) (P
2
+ P

3
+ P

4
) 𝑥 (𝑘)

− 𝑥
𝑇

(𝑘 − 𝜏max)P2
𝑥 (𝑘 − 𝜏max) − 𝑥

𝑇

(𝑘 − 𝜏min)

× P
3
𝑥 (𝑘 − 𝜏min) − 𝑥

𝑇

(𝑘 − 𝜏 (𝑘))P
4
𝑥 (𝑘 − 𝜏 (𝑘))

+

𝑘−𝜏min

∑

𝑠=𝑘−𝜏max+1

𝑥
𝑇

(𝑠)P
4
𝑥 (𝑠)

}

}

}

,

(18)

𝐸 {Δ𝑉
3
(𝑥 (𝑘))}

= 𝐸

{

{

{

(𝜏max − 𝜏min) 𝑥
𝑇

(𝑘)P
4
𝑥 (𝑘)−

𝑘−𝜏min

∑

𝑠=𝑘−𝜏max+1

𝑥
𝑇

(𝑠)P
4
𝑥 (𝑠)

}

}

}

,

(19)

𝐸 {Δ𝑉
4
(𝑥 (𝑘))}

= 𝐸{𝜏max(𝑥 (𝑘 + 1) − 𝑥 (𝑘))
𝑇P

5
(𝑥 (𝑘 + 1) − 𝑥 (𝑘))

−

−1

∑

𝑠=−𝜏max+1

Δ𝑥
𝑇

(𝑠)P
5
Δ𝑥 (𝑠)} .

(20)

Substituting (5) into the first term of the right-hand side of
(20) and using the relation ℎ

𝑖
ℎ
𝑗
ℎ
𝑚
ℎ
𝑛
≤ ℎ

𝑖
ℎ
𝑗
, one has

𝐸 {𝜏max(𝑥 (𝑘 + 1) − 𝑥 (𝑘))
𝑇P

5
(𝑥 (𝑘 + 1) − 𝑥 (𝑘))}

≤ 𝐸
{

{

{

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ̂
𝑖
ℎ̂
𝑗
𝜏max

× {𝜉
𝑇

(𝑘) (((f − I
2
) +HΔ̃f

𝑅
)
𝑇

P̃
5

×((f − I
2
)+HΔ̃f

𝑅
)+(f +H ̃

Δ f
𝑅
)

𝑇

×P̃
5
(f +H ̃

Δ f
𝑅
)) 𝜉 (𝑘) }

}

}

}

,

(21)

where P̃
5
=diag{P

5
,P

5
}, I

2
=[

I
1

I
1

], and I
1
= [I 0 0 0 0 0].

With the similar relations from (15) to (17), one can also
obtain the following inequality:

𝐸 {𝜏max(𝑥 (𝑘 + 1) − 𝑥 (𝑘))
𝑇P

5
(𝑥 (𝑘 + 1) − 𝑥 (𝑘))}

≤ 𝐸

{

{

{

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ̂
𝑖
ℎ̂
𝑗
𝜏max

× {𝜉
𝑇

(𝑘) ((f − I
2
)
𝑇

× (P̃−1

5
− 𝜀HH)

−1

(f − I
2
) + 𝜀

−1f𝑇
𝑅
f
𝑅

+ f
𝑇

(P̃−1

5
− 𝜀̃HH)

−1

f

+ 𝜀̃
−1

f
𝑇

𝑅
f
𝑅
) 𝜉 (𝑘)}

}

}

}

.

(22)

On the other hand, using Lemma 4, one has the following
relation from the second term of the right-hand side of (20):

−

−1

∑

𝑠=−𝜏max+1

Δ𝑥
𝑇

(𝑠)P
5
Δ𝑥 (𝑠)

≤ −𝜏
−1

max(
−1

∑

𝑠=−𝜏(𝑘)+1

Δ𝑥 (𝑠))

𝑇

P
5
(

−1

∑

𝑠=−𝜏(𝑘)+1

Δ𝑥 (𝑠))

= −𝜏
−1

max(𝑥 (𝑘) − 𝑥 (𝑘 − 𝜏 (𝑘)))
𝑇P

5
(𝑥 (𝑘) − 𝑥 (𝑘 − 𝜏 (𝑘))) .

(23)
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Thus, the following inequality can be obtained due to (22) and
(23):

𝐸 {Δ𝑉
4
(𝑥 (𝑘))}

≤ 𝐸

{

{

{

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ̂
𝑖
ℎ̂
𝑗
𝜏max

× {𝜉
𝑇

(𝑘) ((f − I
2
)
𝑇

(P̃−1

5
− 𝜀HH)

−1

(f − I
2
)

+ 𝜀
−1f𝑇

𝑅
f
𝑅
+ f

𝑇

(P̃−1

5
− 𝜀̃HH)

−1

f

+𝜀̃
−1

f
𝑇

𝑅
f
𝑅
) 𝜉 (𝑘)}

}

}

}

− 𝜏
−1

max(𝑥 (𝑘) − 𝑥 (𝑘 − 𝜏 (𝑘)))
𝑇

× P
5
(𝑥 (𝑘) − 𝑥 (𝑘 − 𝜏 (𝑘))) .

(24)

For reducing the conservatism, the following equation is
introduced with the concept of free-weighting matrices tech-
nique [10]. For any matrices with approximate dimensions,
the following equation always holds:

2 (𝑥
𝑇

(𝑘)N
1
+ 𝑥

𝑇

(𝑘 − 𝜏 (𝑘))N
2
+ 𝜂

𝑇

(𝑘)N
3
)

× (𝑥 (𝑘) − 𝑥 (𝑘 − 𝜏 (𝑘)) − 𝜂 (𝑘)) = 0.

(25)

From (17), (18), (19), (24), and (25), one has

𝐸 {Δ𝑉 (𝑥 (𝑘))}

= 𝐸 {Δ𝑉
1
(𝑥 (𝑘)) + Δ𝑉

2
(𝑥 (𝑘)) + Δ𝑉

3
(𝑥 (𝑘)) + Δ𝑉

4
(𝑥 (𝑘))}

≤ 𝐸

{

{

{

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ̂
𝑖
ℎ̂
𝑗
{𝜉

𝑇

(𝑘)Π
𝑖𝑗
𝜉 (𝑘)}

}

}

}

,

(26)

where

Π
𝑖𝑗
= Φ − (Φ

12
Φ

−1

22
Φ

𝑇

12
+Φ

13
Φ

−1

33
Φ

𝑇

13
+Φ

14
Φ

−1

44
Φ

𝑇

14

+Φ
15
Φ

−1

55
Φ

𝑇

15
) .

(27)

Let us consider the following performance function to
achieve the attenuation performance of system for all 𝑤(𝑘) ̸=

0 with zero initial condition:
𝐽 (𝑥 (𝑘))

= 𝐸

{

{

{

𝑘
𝑞

∑

𝑘=0

(𝑧
𝑇

(𝑘) S
2
𝑧 (𝑘) + V𝑇 (𝑘) S

3
V (𝑘) − 2𝑧

𝑇

(𝑘) S
1
V (𝑘))

}

}

}

≤ 𝐸

{

{

{

𝑘
𝑞

∑

𝑘=0

(𝑧
𝑇

(𝑘) S
2
𝑧 (𝑘) + V𝑇 (𝑘) S

3
V (𝑘)

−2𝑧
𝑇

(𝑘) S
1
V (𝑘) + Δ𝑉 (𝑥 (𝑘)))

}

}

}

.

(28)

According to (26), the following inequality can be obtained
via (28):

𝐽 (𝑥 (𝑘))

< 𝐸

𝑘
𝑞

∑

𝑘=0

{

{

{

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ̂
𝑖
ℎ̂
𝑗
{𝜉

𝑇

(𝑘) (Π
𝑖𝑗
+
1

2
(W

𝑖𝑗
+W

𝑗𝑖
)) 𝜉 (𝑘)}

}

}

}

.

(29)

Using the Schur complement, one can find the following ine-
quality from (10):

Π
𝑖𝑗
+
1

2
(W

𝑖𝑗
+W

𝑗𝑖
) < 0. (30)

Obviously, if condition (10) is held then (29) is strictly neg-
ative that is, 𝐽(𝑥(𝑘)) < 0, due to (30). And the following
relation can be obtained from (28) according to 𝐽(𝑥(𝑘)) < 0:

𝐸

{

{

{

𝑘
𝑞

∑

𝑘=0

(𝑧
𝑇

(𝑘) S
2
𝑧 (𝑘) + V𝑇 (𝑘) S

3
V (𝑘) − 2𝑧

𝑇

(𝑘) S
1
V (𝑘))

}

}

}

< 0

(31)

or

𝐸

{

{

{

2

𝑘
𝑞

∑

𝑘=0

(𝑧
𝑇

(𝑘) S
1
V (𝑘))

}

}

}

> 𝐸

{

{

{

𝑘
𝑞

∑

𝑘=0

(𝑧
𝑇

(𝑘) S
2
𝑧 (𝑘) + V𝑇 (𝑘) S

3
V (𝑘))

}

}

}

.

(32)

Since (32) is equivalent to (7) defined in Definition 1, the
closed-loop system is passive for all nonzero external distur-
bance; that is, V(𝑡) ̸= 0.

Next, we will show that the closed-loop system (5) with
all admissible uncertainties is robustly asymptotically stable
in the mean square. By assuming V(𝑡) = 0, the following
inequality can be obtained from (30):

Π
𝑖𝑗
<
−1

2
{(C

1𝑖
𝑥 (𝑘) + C

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘)))

𝑇

× S
2
(C

1𝑗
𝑥 (𝑘) + C

𝑑𝑗
𝑥 (𝑘 − 𝜏 (𝑘)))

+ (C
1𝑗
𝑥 (𝑘) + C

𝑑𝑗
𝑥 (𝑘 − 𝜏 (𝑘)))

𝑇

×S
2
(C

1𝑖
𝑥 (𝑘) + C

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘))) } .

(33)

Obviously, if S
2
≥ 0 is held, then Π

𝑖𝑗
< 0. Hence, from (26),

the 𝐸{Δ𝑉(𝑥(𝑘))} < 0 can be obtained due to Π
𝑖𝑗

< 0. In
this case, the closed-loop system is robustly asymptotically
stable in the mean square fromDefinition 2.The proof of this
theorem is completed.

In Theorem 5, condition (10) simultaneously includes
variables P

1
, P−1

1
, P

5
, and P−1

5
such that (10) is not a strictly
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LMI problem. For applying the LMI technique, let us intro-
duce two new variables, that is, X

1
and X

5
, such that

P
1
X

1
= I, P

5
X

5
= I, (34)

and use X
1
and X

5
to substitute P−1

1
and P−1

5
in condition

(10), respectively. Based on the cone complementarity tech-
nique [34], the following nonlinear minimization problem is
proposed instead of the original nonconvex condition (10):

Minimize tr (P
1
X

1
+ P

5
X

5
)

Subject to (10) (P−1

1
and P−1

5
are replaced

by X
1
and X

5
, resp.) ,

[
P

1
I

I X
1

] ≥ 0, [
P

5
I

I X
5

] ≥ 0.

(35)

Although the above minimization problem gives suboptimal
solutions for original problem (10), it is much easier to solve
(35) than the original nonconvex problem. In order to find the
feasible solutions of (35), the following algorithm is proposed.

Algorithm 6.
Step 1. Choose the time delay values 𝜏min, 𝜏max and per-
formance matrices S

1
, S

2
≥ 0, and S

3
. Set 𝑡 = 0, and

find the initial feasible solution set {P
1
,P

5
,X

1
,X

5
}
𝑡 to satisfy

condition (10) with P−1

1
≜ X

1
and P−1

5
≜ X

5
.

Step 2. Solve the following LMI problem:

Minimize tr (P
1
X𝑡

1
+ X

1
P𝑡

1
+ P

5
X𝑡

5
+ X

5
P𝑡

5
)

Subject to (10) (P−1

1
and P−1

5
are replaced

by X
1
and X

5
, resp.) ,

[
P

1
I

I X
1

] ≥ 0, [
P

5
I

I X
5

] ≥ 0.

(36)

Step 3. Substitute the feasible solutions obtained from Step 2

into (10). If condition (10) is satisfied, then go back to Step 2

after increasing the 𝜏max until (10) is not satisfied with spec-
ified 𝜏max. In this case, the feasible solutions are obtained and
the algorithm can be stopped. Otherwise, go to the next step.
Step 4. Set 𝑡 = 𝑡 + 1 and {P

1
,P

5
,X

1
,X

5
}
𝑡

= {P
1
,P

5
,X

1
,X

5
};

then go to Step 2.

Remark 7. In order to apply the LMI technique, Algorithm 6
is a useful tool to find the feasible solutions of conditions of
Theorem 5. In Algorithm 6, the number of desired unknown
variables in fuzzy controller design process is 2𝑟2 + 𝑟 + 8.
From Theorem 3 of [9], one can find that the number of
desired unknown variables is 72𝑟3 +7𝑟2 +11𝑟+ 6. Obviously,
the number of desired unknown variables of the proposed
method is less than that developed in [9].

Remark 8. In [9], the quadratic transformation inequality
“W + W + P ≥ WP−1W” is often applied for converting
the bilinearmatrix inequalities into linearmatrix inequalities.
During the transformation process, the conservatisms arise to

find the solutions of sufficient conditions of Theorems 2 and
3 in [9]. Oppositely, the similar bilinear matrix inequalities
are solved via the cone complement technique in this paper.
Applying the cone complement technique, the bilinearmatrix
inequalities are converted into nonstrictly linear matrix
inequalities that can be solved by a suboptimal algorithm, that
is, Algorithm 6.

Remark 9. In Theorem 5, the free-weighting matrix tech-
nique is applied to reduce the conservatism of considered
fuzzy controller design problems. By applying the free-
weighting matrix technique, more free matrices are added
to reduce the conservatism of derived sufficient conditions.
However, adding free matrices also increases the computa-
tional complexity. In order to balance the incompatible case,
it is recommended to use the free-weightingmatrix technique
as less as possible.

Theorem 5 provides the sufficient conditions (10) to
design state-feedback fuzzy controller for guaranteeing
robust asymptotical stability and passivity of closed-loop sys-
tem (5) in mean square. In the following, with the few modi-
fications, Theorem 5 can also be applied to find the output-
feedback gains for structuring the fuzzy controller. Based
on (1c), the output-feedback fuzzy controller can also be
structured via PDC technique such as

𝑢 (𝑘) =

𝑟

∑

𝑖=1

ℎ̂
𝑖
(K

𝑖
𝑦 (𝑘)) . (37)

Introducing (37) into (1a), the closed-loop system can be
obtained as follows:

𝑥 (𝑘 + 1)

=

𝑟

∑

𝑖=1,𝑗=1,𝑝=1

ℎ̂
𝑖
ℎ̂
𝑗
ℎ̂
𝑝

× {(g
𝑖𝑗𝑝
+H

𝑖
Δg

𝑅𝑖𝑗𝑝
+(g

𝑖𝑗𝑝
+H

𝑖
Δg

𝑅𝑖𝑗𝑝
) 𝛽 (𝑘))𝜉 (𝑘)}

=

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

𝑟

∑

𝑝=1

ℎ̂
𝑖
ℎ̂
𝑗
ℎ̂
𝑝

× {
1

3
(g

𝑖𝑗𝑝
+H

𝑖
Δg

𝑅𝑖𝑗𝑝
+ g

𝑗𝑝𝑖

+H
𝑗
Δg

𝑅𝑗𝑝𝑖
+ g

𝑝𝑖𝑗
+H

𝑝
Δg

𝑅𝑝𝑖𝑗

+ (g
𝑖𝑗𝑝

+H
𝑖
Δg

𝑅𝑖𝑗𝑝
+ g

𝑗𝑝𝑖
+H

𝑗
Δg

𝑅𝑗𝑝𝑖

+g
𝑝𝑖𝑗

+H
𝑝
Δg

𝑅𝑝𝑖𝑗
) 𝛽 (𝑘)) 𝜉 (𝑘) } ,

(38)

where g
𝑖𝑗𝑝

= [G
𝑖𝑗𝑝

A
𝑑𝑖

E
𝑖
0
1×3

], g
𝑖𝑗𝑝

= [G
𝑖𝑗𝑝

A
𝑑𝑖

E
𝑖
0
1×3

],
g
𝑅𝑖𝑗𝑝

= [R
𝑖𝑗𝑝

R
𝑑𝑖

R
𝐸𝑖

0
1×3

], g
𝑅𝑖𝑗𝑝

= [R
𝑖𝑗𝑝

R
𝑑𝑖

R
𝐸𝑖

0
1×3

],
G

𝑖𝑗𝑝
= A

𝑖
+ B

𝑖
K

𝑗
C

2𝑝
, G

𝑖𝑗𝑝
= A

𝑖
+ B

𝑖
K

𝑗
C

2𝑝
, R

𝑖𝑗𝑝
= R

𝑖
+

R
𝐵𝑖
K

𝑗
C

2𝑝
, and R

𝑖𝑗𝑝
= R

𝑖
+ R

𝐵𝑖
K

𝑗
C

2𝑝
.
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Theorem 10. Given performance parameters S
1
, S

2
≥ 0,

and S
3
and values 𝜏min > 0 and 𝜏max > 0, the closed-loop

system (38) is robustly asymptotically stable and passive in
the sense of mean square, if there exist positive definite matri-
ces P

1
> 0, P

2
> 0, P

3
> 0, P

4
> 0 and P

5
> 0, any matri-

ces N
1
, N

2
and N

3
, scalars 𝜀

𝑖𝑗𝑝
> 0 and 𝜀

𝑖𝑗𝑝
> 0, and output-

feedback gains K
𝑖
such that

Ω < 0 for 𝑖, 𝑗, 𝑝 ≤ 𝑟, (39)

where

Ω =

[
[
[
[
[

[

Ω
11
Ω

12
Ω

13
Ω

14
Ω

15

∗ Ω
22

0 0 0

∗ ∗ Ω
33

0 0

∗ ∗ ∗ Ω
44

0

∗ ∗ ∗ ∗ Ω
55

]
]
]
]
]

]

, (40)

Ω
11
= Φ +

1

3
(W

𝑖𝑖
+W

𝑗𝑗
+W

𝑖𝑗
) ,

Ω
12
=
1

3
[Ω

12𝑖𝑗𝑝
Ω

12𝑗𝑝𝑖
Ω

12𝑝𝑖𝑗
] ,

Ω
13
= √𝜏maxΩ12

,

Ω
14
=
1

3
[Ω

14𝑖𝑗𝑝
Ω

14𝑗𝑝𝑖
Ω

14𝑝𝑖𝑗
] , Ω

15
= √𝜏maxΩ14

,

Ω
22
= diag {Ω

22𝑖𝑗𝑝
,Ω

22𝑗𝑝𝑖
,Ω

22𝑝𝑖𝑗
} ,

Ω
33
= diag {Ω

33𝑖𝑗𝑝
,Ω

33𝑗𝑝𝑖
,Ω

33𝑝𝑖𝑗
} ,

Ω
44
= diag {Ω

44𝑖𝑗𝑝
,Ω

44𝑗𝑝𝑖
,Ω

44𝑝𝑖𝑗
} ,

Ω
55
= diag {Ω

55𝑖𝑗𝑝
,Ω

55𝑗𝑝𝑖
,Ω

55𝑝𝑖𝑗
} ,

(41)

Ω
12𝑖𝑗𝑝

= [f𝑇
𝑖𝑗𝑝

f𝑇
𝑅𝑖𝑗𝑝

] , Ω
14𝑖𝑗𝑝

= [f
𝑇

𝑖𝑗𝑝
f
𝑇

𝑅𝑖𝑗𝑝
] ,

Ω
33𝑖𝑗𝑝

= diag {𝜀
𝑖𝑗𝑝
H

𝑖
H𝑇

𝑖
− P−1

5
, −𝜀

𝑖𝑗𝑝
I} ,

Ω
22𝑖𝑗𝑝

= diag {𝜀
𝑖𝑗𝑝
H

𝑖
H𝑇

𝑖
− P−1

1
, −𝜀

𝑖𝑗𝑝
I} ,

Ω
44𝑖𝑗𝑝

= diag {𝜀
𝑖𝑗𝑝
H

𝑖
H𝑇

𝑖
− P−1

1
, −𝜀

𝑖𝑗𝑝
I} ,

Ω
55𝑖𝑗𝑝

= diag {𝜀
𝑖𝑗𝑝
H

𝑖
H𝑇

𝑖
− P−1

5
, −𝜀

𝑖𝑗𝑝
I} .

(42)

With the same Lyapunov function (13), the proof of
Theorem 10 can be obtained with similar procedure of proof
ofTheorem 5.Hence, the proof ofTheorem 10 is omitted here.
Although the feasible solutions condition (39) ofTheorem 10
cannot be directly obtained by using LMI technique, one
can also apply Algorithm 6 by substituting sufficient con-
dition (39) for (10). And then, the feasible solutions can be
obtained for satisfying condition (39) and hence themodified
algorithm is omitted here.

In the following section, the two numerical examples are
provided to apply the proposed fuzzy controller design tech-
nique in this paper.

4. Numerical Examples

In this section, two numerical examples apply the proposed
fuzzy controller design method in this paper. In the first
example, the less conservatism of stability criteria in this
paper can be shown and demonstrated. On the other hand,
in Example 2, both of Theorems 5 and 10 are applied
to design the state-feedback fuzzy controller and output-
feedback fuzzy controller, respectively.

Example 1. Referring to [9], the following T-S fuzzy model
without multiplicative noise term is proposed to apply the
proposed design technique inTheorem 5:

𝑥 (𝑘 + 1) =

2

∑

𝑖=1

ℎ̂
𝑖
{(A

𝑖
+ ΔA

𝑖
) 𝑥 (𝑘)

+ (A
𝑑𝑖
+ ΔA

𝑑𝑖
) 𝑥 (𝑘 − 𝜏 (𝑘))

+ (B
𝑖
+ ΔB

𝑖
) 𝑢 (𝑘) + (E

𝑖
+ ΔE

𝑖
) V (𝑘)} ,

(43a)

𝑧 (𝑘) =

2

∑

𝑖=1

ℎ̂
𝑖
{C

1𝑖
𝑥 (𝑘) + C

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘)) +D

𝑖
V (𝑘)} ,

(43b)

𝑥 (𝑘) = 𝜑 (𝑘) , 𝑘 = 0, −1, . . . , −𝜏 (𝑘) , (43c)

where A
1
= [

0.5 0.3

0.1 1
], A

2
= [

−0.5 0.3

0.1 1
], A

𝑑1
= [

−0.05 0.1

0 0.05
],

B
1
= [

1 0

0 0.5
], E

1
= [

−0.5

0
], A

𝑑2
= −A

𝑑1
, B

2
= B

1
, E

2
=

−E
1
, C

11
= [−0.05 0], C

12
= −C

11
, H

𝑖
= [

−0.05 0.1

0.1 0
], R

𝑖
=

[
0 0.2

0 0
], R

𝑑𝑖
= [

0 0

0 0.1
], R

𝐵𝑖
= R

𝐸𝑖
= 0, C

𝑑𝑖
= [0 0.2],

and D
𝑖
= 0.1 for 𝑖 = 1, 2.

And the membership function of (43a), (43b), and (43c)
is chosen as ℎ̂

1
= (1 − 2𝑥

1
(𝑘))/2 and ℎ̂

2
= 1 − ℎ̂

1
. For

comparing the proposed method with that developed in
[9], the passivity performance is chosen as 𝐻

∞
performance

constraint by setting S
1
≜ 0, S

2
≜ I, and S

3
≜ −𝛾

2I. For
finding maximum allowable 𝜏max, let us study different cases
with 𝜏min = 2, 𝜏min = 5, and 𝜏min = 10. FromTable 1, one can
find that the allowed upper bound of delay 𝜏max controlled
by the proposed design method is bigger than that of [9]. It
means that the proposed design method can provide bigger
maximum delay bound than the approach developed in [9].
Besides, the smaller 𝐻

∞
performance level 𝛾 can be found

by using the proposed designmethod. It should be noted that
the stability criterion of this paper possesses less conservatism
than that proposed in [9].

Next, we apply the proposed design techniques to find
both of state-feedback fuzzy controller and output-feedback
fuzzy controller for nonlinear delay Hénon system.

Example 2. In this example, the nonlinear delay Hénon sys-
tem is proposed to apply the proposed fuzzy controller design
techniques. Referring to [10], the nonlinear delay Hénon sys-
tem with external disturbance can be proposed as follows:

𝑥
1
(𝑘 + 1) = (0.8𝑥

1
(𝑘) + 0.2𝑥

1
(𝑘 − 𝜏 (𝑘)))

2

+ 0.3𝑥
2
(𝑘) + 1.4 + 𝑢̃ (𝑘) ,

(44a)
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Table 1: Comparisons between proposed method and [9].

𝜏min Design method 𝜏max = 12 𝜏max = 13 𝜏max = 14 𝜏max = 15 𝜏max = 16

10 𝛾 in [9] 0.3408 0.4085 0.4897 0.5909 Infeasible
𝛾 in Theorem 5 0.3351 0.338 0.3481 0.3515 0.3595

5 𝛾 in [9] 0.4882 0.806 0.6963 0.8468 Infeasible
𝛾 in Theorem 5 0.3691 0.3712 0.383 0.394 0.4012

2 𝛾 in [9] 0.5818 0.6932 0.8369 Infeasible Infeasible
𝛾 in Theorem 5 0.4124 0.4087 0.5124 0.598 0.612

𝑥
2
(𝑘 + 1) = 0.8𝑥

1
(𝑘) + 0.2𝑥

1
(𝑘 − 𝜏 (𝑘)) + 0.1V (𝑘) ,

(44b)

𝑧 (𝑘) = 0.8𝑥
1
(𝑘) + 0.2𝑥

1
(𝑘 − 𝜏 (𝑘)) + V, (44c)

𝑦 (𝑘) = 𝑥
1
, (44d)

𝑥 (𝑘) = 𝜑 (𝑘) , 𝑘 = 0, −1, . . . , −𝜏 (𝑘) , (44e)

where V(𝑘) is chosen as a zero-mean white noise with vari-
ance 0.5. Based on the fuzzy modeling in [10], the considered
discrete uncertain stochastic T-S fuzzymodel of (44a), (44b),
(44c), (44d), and (44e) can be obtained by adding the
uncertainties and stochastic behaviors

𝑥 (𝑘 + 1)

=

2

∑

𝑖=1

ℎ̂
𝑖
{ (A

𝑖
+ ΔA

𝑖
) 𝑥 (𝑘)

+ (A
𝑑𝑖
+ ΔA

𝑑𝑖
) 𝑥 (𝑘 − 𝜏 (𝑘))

+ (B
𝑖
+ ΔB

𝑖
) 𝑢 (𝑘) + E

𝑖
V (𝑘)

+ (A
𝑖
𝑥 (𝑘) + A

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘)) + B

𝑖
𝑢 (𝑘)) 𝛽 (𝑘)} ,

(45a)

𝑧 (𝑘) =

2

∑

𝑖=1

ℎ̂
𝑖
{C

1𝑖
𝑥 (𝑘) +D

𝑖
V (𝑘)} , (45b)

𝑦 (𝑘) =

2

∑

𝑖=1

ℎ̂
𝑖
{C

2𝑖
𝑥 (𝑘)} , (45c)

where 𝑢(𝑘) = 1.4 + 𝑢̃(𝑘), premise variable 𝜃(𝑘) = 0.8𝑥
1
(𝑘)+

0.2𝑥
1
(𝑘 − 𝜏(𝑘)), membership function ℎ̂

1
= (1/2)(1 − (𝜃(𝑘)/

2)) and ℎ̂
2
= 1 − ℎ̂

1
, A

1
= [

1.6 0.3

0.8 0
], A

2
= [

−1.8 0.3

0.8 0
], A

𝑑1
=

[
0.4 0

0.2 0
], A

𝑑1
= [

−0.4 0

0.2 0
], B

𝑖
= [

1

0
], E

𝑖
= [

0

0.1
], C

1𝑖
= [0.8 0],

C
𝑑𝑖

= [0.2 0], C
2𝑖

= [1 0], D
𝑖
= 1, A

𝑖
= 0.1A

𝑖
, A

𝑑𝑖
=

0.1A
𝑑𝑖
, B

𝑖
= 0.1B

𝑖
, E

𝑖
= 0 and [

ΔA
𝑖

ΔA
𝑑𝑖

ΔB
𝑖

ΔE
𝑖

ΔA
𝑖
ΔA
𝑑𝑖

ΔB
𝑖
ΔE
𝑖

] =

[
H
𝑖
0

0 0
] [

sin(𝑘) 0

0 0
] [

R
𝑖
R
𝑑𝑖

R
𝐵𝑖

0

0 0 0 0
] with H

𝑖
= 0.1 × I, R

𝑖
= 0.01A

𝑖
,

and R
𝑑𝑖
= 0.01A

𝑑𝑖
and R

𝐵𝑖
= 0.01B

𝑖
, for 𝑖 = 1, 2.

In the following, both design methods inTheorems 5 and
10 will be applied to design the PDC-based fuzzy controller in
the terms of (4) and (37), respectively, such that closed-loop
system is robustly asymptotically stable and passive in mean
square.

Case A: State-Feedback.ThroughTheorem 5 andAlgorithm 6
of this paper, the following feasible solutions can be found
with the range of time-varying delay between 𝜏max =

5 and 𝜏min = 1 and chosen passivity (7) with S
1
≜ I, S

2
≜

0.8, and S
3
≜ 0.8:

P
1
= [

30.3351 −0.3962

−0.3962 0.9253
] , P

2
= [

0.008 0.0001

0.0001 0.0029
] ,

P
3
= [

0.008 0.0001

0.0001 0.0029
] , P

4
= [

5.6071 −0.0167

−0.0167 0.0003
] ,

P
5
= [

0.2488 0.0858

0.0858 0.1773
] ,

N
1
= [

−3.2735 −0.011

−0.0111 −3.3647
] × 10

3

,

N
2
= [

3.2735 0.0111

0.0111 3.3647
] × 10

3

,

N
3
= [

3.2735 0.0111

0.0111 3.3647
] × 10

3

,

𝜀
11
= 0.0127, 𝜀

22
= 0.0246,

F
1
= [−1.5878 −0.2669] , F

2
= [1.6623 −0.306] .

(46)

From PDC concept, the fuzzy controller can be established
with sublinear state-feedback gains in (46) and the member-
ship function, such as

𝑢 (𝑘) =

3

∑

𝑖=1

ℎ̂
𝑖
(F

𝑖
𝑥 (𝑘)) . (47)

With (47), the responses of system (44a), (44b), (44c),
(44d), and (44e) by adding the uncertainties and stochastic
behaviors are stated in Figure 1 with initial condition 𝑥(0) =

[1 0]
𝑇. And the time delay effect is chosen by random block

in Simulink of MATLAB and bounded as 1 ≤ 𝜏(𝑘) ≤ 5 in
this case. Based on the simulation results in this case, the
attenuation performance can be checked by the following
equation:

0.8𝐸 {∑
𝑘
𝑞

𝑘=0
𝑧
𝑇

(𝑘) 𝑧 (𝑘) + ∑
𝑘
𝑞

𝑘=0
V𝑇 (𝑘) V (𝑘)}

𝐸 {2∑
𝑘
𝑞

𝑘=0
𝑧𝑇

(𝑘) V (𝑘)}
= 0.8637.

(48)



10 Mathematical Problems in Engineering

0 2 4 6 8 10
Time (s)

x
1
(k)

x
2
(k)

1.2

1

0.8

0.6

0.4

0.2

0

−0.2

Figure 1: State responses driven by fuzzy controller (47): Case A of
Example 2.

Obviously, because the radio value of (48) is smaller than
one, the chosen passivity inequality can be satisfied with the
simulation results of this case. Hence, from (48) and Figure 1,
the robust asymptotical stability and passivity of system (45a),
(45b), and (45c) by adding the uncertainties and stochastic
behaviors can be achieved by design fuzzy controller (47).
Next, the case of output-feedback controller design for the
same considered system will be shown.

Case B: Output-Feedback. Considering the system (45a),
(45b), and (45c) with 𝜏max = 2 and 𝜏min = 1, the following
feasible solutions are found to satisfying the Theorem 10 by
using modified Algorithm 6:

P
1
= [

6.8827 −1.2065

−1.2065 2.0775
] ,

P
2
= [

0.2406 −0.0869

−0.0869 0.1647
] × 10

−3

,

P
3
= [

0.2406 −0.0869

−0.0869 0.1647
] × 10

−3

,

P
4
= [

1.9831 −0.3483

−0.3483 0.0614
] , P

5
= [

1.4313 0.7436

0.7436 0.6632
] ,

N
1
= [

−3.2772 1.1479

1.016 −4.2002
] × 10

3

,

N
2
= [

3.2776 −1.1483

−1.0161 4.2003
] × 10

3

,

N
3
= [

3.2777 −1.1483

−1.0156 4.1998
] × 10

3

,

0 2 4 6 8 10
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x
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x
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Figure 2: State responses driven by fuzzy controller (50): Case B of
Example 2.

𝜀
11
= 0.0302, 𝜀

22
= 0.0573,

K
1
= −2.0142, K

2
= 2.4929.

(49)

With the sublinear output-feedback gains, the PDC-based
fuzzy controller can be obtained as follows:

𝑢 (𝑘) =

𝑟

∑

𝑖=1

ℎ̂
𝑖
(K

𝑖
𝑦 (𝑘)) . (50)

In Figure 2, the responses of considered system with fuzzy
controller (50) are shown with initial condition 𝑥(0) =

[1 0]
𝑇 and random time-varying delay which bounded

as 1 ≤ 𝜏(𝑘) ≤ 2. And the attenuation performance of the
system can be checked by the following equation:

0.8𝐸 {∑
𝑘
𝑞

𝑘=0
𝑧
𝑇

(𝑘) 𝑧 (𝑘) + ∑
𝑘
𝑞

𝑘=0
V𝑇 (𝑘) V (𝑘)}

𝐸 {2∑
𝑘
𝑞

𝑘=0
𝑧𝑇

(𝑘) V (𝑘)}
= 0.9383. (51)

Since the value of (51) is smaller than one, the passivity of
system can be achieved by the fuzzy controller (50). From
(51) and Figure 2, (45a), (45b), and (45c) with design fuzzy
controller are robustly asymptotically stable and passive in
the mean square.

5. Conclusion

The fuzzy controller design problems of discrete uncertain T-
S fuzzy systems with interval time-varying delay and multi-
plicative noise were discussed and investigated in this paper.
With the free-weighting matrices technique and discrete
type Jensen inequality, the less conservative stability criterion
was derived by applying Lyapunov function. Although the
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derived conditions were not strictly convex problems, the
cone complementarity method provided a suboptimal tech-
nique to solve it with the LMI technique. Through the pro-
posed design method, the PDC-based fuzzy controller can
be established by both of state-feedback and output-feedback
schemes for guaranteeing the robust asymptotical stability
and passivity constraints. Finally, two numerical examples
have been provided to demonstrate the effectiveness and use-
fulness of the proposed design methods.
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