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Abstract. 
The swarm stability problem of high-order linear time-invariant (LTI) singular multiagent systems with directed graph topology is investigated extensively. Consensus of multiagent systems can be regarded as a specific case of swarm stability problem. Necessary and sufficient conditions for both swarm stability and consensus are presented. These conditions depend on the graph topology and generalized inverse theory, the dynamics of agents, and interaction among the neighbours. Several examples to illustrate the effectiveness of theoretical results are given.


1. Introduction
 Recently the study of multiagent systems has attracted considerable attention from biologists (see [1, 2]), physical scientists (see [3]), and engineers (see [4–8]). Due to its broad application in many areas such as satellites, spacecrafts (see [4]), aircrafts (see [5]), mobile robots, UAV, AUV (see [6]), flocking of social insects (see [7]), and design of sensor networks (see [8]). Stability is usually a basic requirement for a control system. Stability of multiagent systems is special because of the configuration difference between these systems and isolated dynamic systems. Models of these systems originated from bioscience. Studies on them have aroused great interest in the field of automatic control theory since about a decade ago. The research on stability problems of multiagent systems has been studied extensively for years. Researchers have endeavoured to give criteria for checking whether a specific multiagent system is stable. For example, Jin et al. [9] paid attention to the stability of a simple swarm system rather early. The background of their research came from engineering systems such as multiagent supporting system [10]. Based on the work of Jin, Liu et al. [11, 12] tried to extend the research to more general and critical situations, and they studied the so-called asynchronous swarm systems. However, the technical setting of their model is complicated, and the results are restrictive. Compared with the research of Liu et al., Gazi and Passino [13, 14] and Gazi [15] studied the stability problem of some first-order models abstracted from biological systems. Chu et al. [16] extended the discussions in [13] to certain anisotropic model. Recently, Li [17] extended the results in [13] to the situation with general graph topology instead of a complete graph. Cai et al. [18] studied the swarm stability of high-order linear time-invariant multiagent systems in 2011. Besides, there were also other studies related to the stability of swarm systems, for example, the study about string stability [19, 20]. Zhou et al. [21] studied the stability of switched linear singular systems.
Consensus of multiagent systems can be regarded as a specific case of swarm stability problem; our results shows that consensus achievement is a specific case of swarm stability, which will be called asymptotic swarm stability. Consensus problems for multiagent systems have been studied by lots of researchers. Vicsek et al. [3] proposed a discrete-time first-order model of 
	
		
			

				𝑛
			

		
	
 agents moving in the horizontal plane with different headings. The systems can achieve consensus on heading via updating their heading according to their neighbor’s heading. Jadbabaie et al. [22] used graph theory to give an explanation. Olfati-Saber and Murray [23] showed that the first-order consensus problems can be solved if the topology was strongly connected. Ren and Beard [24] further proved that the first-order consensus can be achieved if interaction graphs have a directed spanning tree. Xiao et al. [25] studied the general first-order consensus problems multiagent discrete-time systems with fixed topology. Several dynamic consensus algorithms for second-order multiagent systems and sufficient conditions for state consensus of systems have been proposed in [26, 27]. Tian and Zhang [28] discussed the high-order consensus of heterogeneous multiagent systems. Zheng and Wang [29] investigated finite-time consensus problems of heterogeneous multiagent systems. Xiao and Wang [30] have investigated the consensus problem for high-order general nonsingular multiagent systems based on the structure of certain high-dimensional matrices. Cheng et al. [31] solved a modified consensus problems of high-order normal multiagent systems with fixed fixed communication topologies. Xi et al. [32] studied the consensus problems for general high-order LTI multiagent systems which have time-varying consensus function.
Recently, more attention has been paid to the consensus problem for the singular multiagent systems. It is well known that singular systems can better describe physical systems than normal ones (see [33]). When there are algebraic constraints among coordinated variables or when coordinated variables include both fast variation components and slow variation components, each agent can only be modeled as a singular system rather than a normal one. One typical example is three-link manipulator show in [34], which can be used to clean the facade of a very large building. Another example is multiagent supporting systems in earthquake damage-preventing buildings, water-floating plants, large-diameter parabolic antennae, or telescopes. As shown in [35], a MASS can only be describe by a singular multiagent system if it consists of a lot of independent blocks and each block is supported by several pillars. Xi et al. (see [35–37]) addressed consensus problems of high-order singular multiagent systems via linear matrix inequality (LMI) constrains and matrix equality constraints. Yang et al. (see [34]) studied consensus problems for singular multiagent systems with output feedback consensus protocols. Zhou et al. [21] analyzed the stability of switched linear singular systems. These study transformed singular system into two restricted equivalent subsystems: slow subsystem and quick subsystem, which is complicated. The current paper uses the Drazin inverse theory to analyze the singular multiagent systems which can easily extend the normal system results to singular system. The Drazin inverse theorem which is a kind of generalized inverse was firstly presented by Drazin (see [38, 39]). Campbell et al. (see [40, 41]) used the Drazin inverse to give the solutions of singular system. More knowledge about the Drazin inverse readers can get from [41–44].
Compared with the existing works related to consensus, the current paper is characterized with the following novel features. First the current paper focuses on swarm stability problem of high-order singular multiagent systems; our results show that consensus achievement is a specific case of swarm stability, which will be called asymptotic swarm stability. Second the main contribution of this paper is the presentation of necessary and sufficient conditions for the swarm stability of LTI singular systems with a general high-order model. The model in [34, 35] can be seen as special case of our results. By far, most of the linear high-order swarm system models studied by other scholars on consensus problems are more restrictive than the one in the current paper. Third some necessary and sufficient conditions based on the firstly utilization of the Drazin inverse theory to analyze the singular multiagent system are given, and a tool is presented to analyze the singular multiagent systems as well as the nonsingular systems. When index of the Drazin inverse is zero, these results (see [18, 32, 35, 45]) in normal system are actually the current paper’s corollary. The initial condition with nonadmissible bounded value is illustrated.
This paper is organised as follows. In Section 2, some basic lemmas and problem descriptions are introduced. In Section 3, the swarm stability problem and the LTI singular swarm system model are described. In Section 4, a necessary and sufficient condition for swarm stability is expounded. Section 4 provides a necessary and sufficient condition for asymptotic swarm stability. Some numerical simulations are discussed in Section 5. Finally, Section 6 concludes this paper.
2. Preliminaries and Problem Descriptions
2.1. Some Lemmas and Definitions
Definition 1 (see [33]). For any given two matrices 
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Lemma 2 (see [33]).  For any given two matrices 
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Lemma 3 (see [33]).  For the regular singular system 
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Definition 4 (see [40]). Let 
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Some Drazin inverse lemmas will be introduced.
Lemma 5 (see [46]).  If 
	
		
			
				I
				n
				d
				e
				x
				(
				𝐴
				)
				=
				𝑘
			

		
	
, 
	
		
			
				r
				a
				n
				k
				(
				𝐴
			

			

				𝑘
			

			
				)
				=
				𝑟
			

		
	
 and 
	
		
			

				𝑃
			

		
	
, 
	
		
			

				𝑄
			

		
	
, and 
	
		
			

				𝐶
			

		
	
 are invertible, 
	
		
			

				𝑁
			

		
	
 is nilpotent of index 
	
		
			

				𝑘
			

		
	
, the Drazin inverse of 
	
		
			

				𝐵
			

		
	
 is 
	
		
			

				𝐵
			

			

				𝐷
			

		
	
, and the Drazin inverse of 
	
		
			

				𝐴
			

		
	
 is 
	
		
			

				𝐴
			

			

				𝐷
			

		
	
, then (1)
	
		
			
				(
				𝑄
				𝐴
				𝑄
			

			
				−
				1
			

			

				)
			

			

				𝐷
			

			
				=
				𝑄
				𝐴
			

			

				𝐷
			

			

				𝑄
			

			
				−
				1
			

		
	
, (2)
	
		
			
				(
				𝐴
				⊗
				𝐵
				)
			

			

				𝐷
			

			
				=
				𝐴
			

			

				𝐷
			

			
				⊗
				𝐵
			

			

				𝐷
			

		
	
,(3)if 
	
		
			

				𝐴
			

		
	
 have a Jordan canonical form 
	
		
			
				
				𝐴
				=
				𝑃
			

			
				𝐶
				0
				0
				𝑁
			

			
				
				𝑃
			

			
				−
				1
			

		
	
, then the Drazin inverse can be computed as 
												
	
 		
 			
				(
				3
				)
			
 		
	

	
		
			

				𝐴
			

			

				𝐷
			

			
				⎡
				⎢
				⎢
				⎢
				⎣
				𝐶
				=
				𝑃
			

			
				−
				1
			

			
				0
				⎤
				⎥
				⎥
				⎥
				⎦
				𝑃
				0
				0
			

			
				−
				1
			

			

				.
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				𝐷
			

			
				
				+
				
				𝐴
				𝐴
				𝑥
				(
				0
				)
			

			

				𝐷
			

			

				𝑒
			

			

				−
			

			
				
				𝐴
			

			

				𝐷
			

			
				
				𝐵
			

			

				𝑡
			

			

				
			

			
				𝑡
				0
			

			
				𝑒
				
				𝐴
			

			

				𝐷
			

			
				
				𝐵
			

			

				𝑠
			

			
				
				+
				
				
				𝐴
				𝑓
				(
				𝑠
				)
				𝑑
				𝑠
				𝐼
				−
			

			

				𝐷
			

			
				
				𝐴
				
			

			
				𝑘
				−
				1
			

			

				
			

			
				𝑛
				=
				0
			

			
				(
				−
				1
				)
			

			

				𝑛
			

			
				
				
				𝐴
				
				𝐵
			

			

				𝐷
			

			

				
			

			

				𝑛
			

			
				
				𝐴
			

			

				𝐷
			

			
				
				𝑓
			

			
				(
				𝑛
				)
			

			
				(
				𝑡
				)
				.
			

		
	

A directed weighted graph 
	
		
			

				𝐺
			

		
	
 consists of a note set 
	
		
			
				𝑉
				(
				𝐺
				)
				=
				{
				𝑣
			

			

				1
			

			
				,
				𝑣
			

			

				2
			

			
				,
				…
				,
				𝑣
			

			

				𝑛
			

			

				}
			

		
	
 and an edge set 
	
		
			
				𝐸
				(
				𝐺
				)
				⊆
				{
				(
				𝑣
			

			

				𝑖
			

			
				,
				𝑣
			

			

				𝑗
			

			
				)
				∶
				𝑣
			

			

				𝑖
			

			
				,
				𝑣
			

			

				𝑗
			

			
				∈
				𝑉
				(
				𝐺
				)
				}
			

		
	
, an adjacency matrix of graph 
	
		
			

				𝐺
			

		
	
 is defined by 
	
		
			
				𝑊
				=
				[
				𝑤
			

			
				𝑖
				𝑗
			

			
				]
				∈
				ℝ
			

			
				𝑛
				×
				𝑛
			

		
	
, and 
	
		
			

				𝑤
			

			
				𝑖
				𝑗
			

		
	
 is weight of 
	
		
			
				(
				𝑣
			

			

				𝑖
			

			
				,
				𝑣
			

			

				𝑗
			

			

				)
			

		
	
, 
	
		
			
				(
				𝑣
			

			

				𝑖
			

			
				,
				𝑣
			

			

				𝑗
			

			
				)
				∈
				𝐸
				(
				𝐺
				)
			

		
	
 if only if 
	
		
			

				𝑤
			

			
				𝑖
				𝑗
			

			
				>
				0
			

		
	
. Moreover, it is supposed that 
	
		
			

				𝑤
			

			
				𝑖
				𝑗
			

			
				=
				0
			

		
	
 for all 
	
		
			
				𝑖
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
. The set of neighbors of 
	
		
			

				𝑣
			

			

				𝑖
			

		
	
 is denoted by 
	
		
			

				𝑁
			

			

				𝑖
			

			
				=
				{
				𝑣
			

			

				𝑗
			

			
				∈
				𝑉
				(
				𝐺
				)
				∶
				(
				𝑣
			

			

				𝑖
			

			
				,
				𝑣
			

			

				𝑗
			

			
				)
				∈
				𝐸
				(
				𝐺
				)
				}
			

		
	
. The Laplacian matrix of graph 
	
		
			

				𝐺
			

		
	
 is defied as 
	
		
			
				𝐿
				=
				𝐷
				−
				𝑊
			

		
	
, where 
	
		
			

				𝐷
			

		
	
 is the in-degree matrix of 
	
		
			

				𝐺
			

		
	
. A directed weighted graph having a spanning tree means that there exists at least one node having a directed path to all other nodes.
Lemma 9 (see [24]).  Let 
	
		
			
				𝐿
				∈
				ℝ
			

			
				𝑛
				×
				𝑛
			

		
	
 be the Laplacian matrix of a directed graph 
	
		
			

				𝐺
			

		
	
 and 
	
		
			

				1
			

			

				𝑛
			

			
				=
				[
				1
				,
				1
				,
				…
				,
				1
				]
			

			

				𝑇
			

			
				∈
				ℝ
			

			

				𝑛
			

		
	
. Then (1)
	
		
			

				𝐿
			

		
	
 at least has a zero eigenvalue and 
	
		
			

				1
			

			

				𝑛
			

		
	
 is the associated eigenvector, that is, 
	
		
			
				𝐿
				1
			

			

				𝑛
			

			
				=
				0
			

		
	
,(2)if graph 
	
		
			

				𝐺
			

		
	
 has a spanning tree, then 
	
		
			

				0
			

		
	
 is a simple eigenvalue of 
	
		
			

				𝐿
			

		
	
, and all the other 
	
		
			
				𝑛
				−
				1
			

		
	
 eigenvalues have positive real parts. 
2.2. Description of Singular Multiagent Continuous-Time Systems
Assumption 10. The systems which the current paper studies are regular and impulse-free.The regularity condition could guarantee that the system has a unique solution. The regularity condition is deemed as a kind of singular system (see [33]). If the continuous-time system has strong impulse modes, the impulse may stop the system from working or even destroy it. Readers can get the example from [47].
This section introduces our multiagent model. Suppose that the multiagent system consists of 
	
		
			

				𝑛
			

		
	
 autonomous agents, labeled 
	
		
			

				𝑖
			

		
	
 through 
	
		
			

				𝑛
			

		
	
, and all these agents share a common state space 
	
		
			

				ℝ
			

			

				𝑚
			

		
	
. Let 
	
		
			

				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
			

		
	
 denote the state of agent 
	
		
			

				𝑖
			

		
	
, 
	
		
			
				𝑖
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
, and let 
	
		
			
				𝑥
				(
				𝑡
				)
				=
				[
				𝑥
			

			
				𝑇
				1
			

			
				(
				𝑡
				)
				,
				𝑥
			

			
				𝑇
				2
			

			
				(
				𝑡
				)
				,
				…
				,
				𝑥
			

			
				𝑇
				𝑛
			

			
				(
				𝑡
				)
				]
			

			

				𝑇
			

		
	
. We say that 
	
		
			

				𝑖
			

		
	
th and 
	
		
			

				𝑗
			

		
	
th agents on a network agree if and only if 
	
		
			

				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				=
				𝑥
			

			

				𝑗
			

			
				(
				𝑡
				)
			

		
	
 and that the agents on a network reached a consensus if and only if 
	
		
			

				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				=
				𝑥
			

			

				𝑗
			

			
				(
				𝑡
				)
			

		
	
 for all 
	
		
			
				𝑖
				,
				𝑗
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
, 
	
		
			
				𝑖
				≠
				𝑗
			

		
	
 [23]. Whenever the agents of a network are all in agreement, the common value of all agents is called group decision or consensus state.
Now we take a typical example, and we also consider the dynamics of the 
	
		
			

				𝑛
			

		
	
 agents where the communication topology is represented by 
	
		
			

				𝐺
			

		
	
 and each vertex corresponds to an agent. Suppose that these agents are with the following dynamics:
								
	
 		
 			
				(
				9
				)
			
 		
	

	
		
			
				𝐸
				̇
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				=
				𝐴
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				+
				𝐵
				𝑢
			

			

				𝑖
			

			
				(
				𝑡
				)
			

		
	

							and system with state feedback:  
								
	
 		
 			
				(
				1
				0
				)
			
 		
	

	
		
			
				𝐸
				̇
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				=
				𝐴
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				+
				𝐵
				𝐾
			

			

				1
			

			

				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				+
				𝐵
				𝑢
			

			

				𝑖
			

			
				(
				𝑡
				)
				,
			

		
	

							where 
	
		
			
				𝐸
				∈
				ℝ
			

			
				𝑚
				×
				𝑚
			

		
	
, 
	
		
			
				𝐴
				∈
				ℝ
			

			
				𝑚
				×
				𝑚
			

		
	
, 
	
		
			
				𝐵
				∈
				ℝ
			

			
				𝑚
				×
				𝑑
			

		
	
,  and  
	
		
			

				𝐾
			

			

				1
			

			
				∈
				ℝ
			

			
				𝑑
				×
				𝑚
			

		
	
. As we can see when system with state feedback is actually special case of system (9) for 
	
		
			
				𝐸
				̇
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				=
				(
				𝐴
				+
				𝐵
				𝐾
			

			

				1
			

			
				)
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				+
				𝐵
				𝑢
			

			

				𝑖
			

			
				(
				𝑡
				)
			

		
	
 with 
	
		
			
				r
				a
				n
				k
				(
				𝐸
				)
				=
				𝑐
				≤
				𝑚
			

		
	
 and 
	
		
			

				𝑢
			

			

				𝑖
			

			
				(
				𝑡
				)
			

		
	
 is the consensus protocol which is designed according to the information available to agent 
	
		
			

				𝑖
			

		
	
, the following consensus protocol is applied:
								
	
 		
 			
				(
				1
				1
				)
			
 		
	

	
		
			

				𝑢
			

			

				𝑖
			

			
				(
				𝑡
				)
				=
				𝐾
			

			

				2
			

			

				
			

			
				𝑗
				∈
				𝑛
			

			

				𝑖
			

			

				𝑤
			

			
				𝑖
				𝑗
			

			
				
				𝑥
			

			

				𝑗
			

			
				(
				𝑡
				)
				−
				𝑥
			

			

				𝑖
			

			
				
				,
				(
				𝑡
				)
			

		
	

							where 
	
		
			
				𝑖
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
, 
	
		
			

				𝐾
			

			

				1
			

			
				,
				𝐾
			

			

				2
			

			
				∈
				ℝ
			

			
				𝑑
				×
				𝑚
			

		
	
. Let 
	
		
			
				𝑥
				(
				𝑡
				)
				=
				[
				𝑥
			

			
				𝑇
				1
			

			
				(
				𝑡
				)
				,
				𝑥
			

			
				𝑇
				2
			

			
				(
				𝑡
				)
				,
				…
				,
				𝑥
			

			
				𝑇
				𝑛
			

			
				(
				𝑡
				)
				]
			

			

				𝑇
			

		
	
, and let 
	
		
			

				𝐿
			

		
	
 be the Laplacian matrix of graph 
	
		
			

				𝐺
			

		
	
. Then the dynamics of a singular swarm system with 
	
		
			

				𝑛
			

		
	
 agents can be described by 
								
	
 		
 			
				(
				1
				2
				)
			
 		
	

	
		
			
				
				𝐼
			

			

				𝑛
			

			
				
				
				𝐼
				⊗
				𝐸
				̇
				𝑥
				(
				𝑡
				)
				=
				𝐻
				𝑥
				(
				𝑡
				)
				=
			

			

				𝑛
			

			
				⊗
				𝐴
				−
				𝐿
				⊗
				𝐵
				𝐾
			

			

				2
			

			
				
				𝑥
				(
				𝑡
				)
				.
			

		
	

For the Laplacian matrix 
	
		
			
				𝐿
				∈
				ℝ
			

			
				𝑛
				×
				𝑛
			

		
	
 of the interaction topology 
	
		
			

				𝐺
			

		
	
, there exists a nonsingular matrix 
	
		
			
				𝑈
				∈
				ℂ
			

			
				𝑛
				×
				𝑛
			

		
	
 such that 
	
		
			

				𝑈
			

			
				−
				1
			

			
				𝐿
				𝑈
				=
				𝐽
			

			

				𝐿
			

		
	
 where 
	
		
			

				𝐽
			

			

				𝐿
			

		
	
 is a Jordan canonical form of 
	
		
			

				𝐿
			

		
	
. Let 
	
		
			
				
			
			
				𝑥
				(
				𝑡
				)
				=
				(
			

			
				
			
			

				𝑥
			

			
				𝐻
				1
			

			
				(
				𝑡
				)
				,
			

			
				
			
			

				𝑥
			

			
				𝐻
				2
			

			
				(
				𝑡
				)
				,
				…
				,
			

			
				
			
			

				𝑥
			

			
				𝐻
				𝑛
			

			
				(
				𝑡
				)
				)
			

			

				𝐻
			

			
				=
				(
				𝑈
			

			
				−
				1
			

			
				⊗
				𝐼
			

			

				𝑛
			

			
				)
				𝑥
				(
				𝑡
				)
			

		
	
, where 
	
		
			

				𝐼
			

			

				𝑛
			

		
	
 is identity matrix. Let 
	
		
			

				𝐻
			

			

				𝜆
			

			

				𝑖
			

			
				=
				𝐴
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

		
	
, 
	
		
			
				𝑖
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
. Then by Lemma 20 system, (12) can be transformed in to 
								
	
 		
 			
				(
				1
				3
				)
			
 		
	

	
		
			
				
				𝐼
			

			

				𝑛
			

			
				
				̇
				⊗
				𝐸
			

			

				∼
			

			
				𝑥
				
				𝐻
				(
				𝑡
				)
				=
			

			

				∼
			

			
				𝑥
				
				𝐼
				(
				𝑡
				)
				=
			

			

				𝑛
			

			
				⊗
				𝐴
				−
				𝐽
			

			

				𝐿
			

			
				⊗
				𝐵
				𝐾
			

			

				2
			

			

				
			

			

				∼
			

			
				𝑥
				=
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				𝐻
				(
				𝑡
				)
			

			

				𝜆
			

			

				1
			

			
				∗
				𝐻
			

			

				𝜆
			

			

				2
			

			
				∗
				𝐻
				⋱
				⋱
			

			

				𝜆
			

			
				𝑛
				−
				1
			

			
				∗
				𝐻
			

			

				𝜆
			

			

				𝑛
			

			
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
			

			

				∼
			

			
				𝑥
				(
				𝑡
				)
				,
			

		
	

							where 
	
		
			

				∗
			

		
	
 denotes a block in 
	
		
			

				ℝ
			

			
				𝑚
				×
				𝑚
			

		
	
 that may either be 
	
		
			
				−
				𝐵
				𝐾
			

			

				2
			

		
	
 or 
	
		
			

				0
			

		
	
.
Definition 11 (out stability). For an LTI singular system 
									
	
 		
 			
				(
				1
				4
				)
			
 		
	

	
		
			
				𝐸
				̇
				𝑥
				=
				𝐴
				𝑥
				,
				𝑦
				=
				𝐶
				𝑥
				,
			

		
	

								suppose that, for 
	
		
			
				∀
				𝜀
				>
				0
			

		
	
, 
	
		
			
				∃
				𝛿
				(
				𝜀
				)
				>
				0
			

		
	
 s.t. 
	
		
			
				‖
				𝑦
				(
				𝑡
				)
				‖
				<
				𝜀
			

		
	
 (
	
		
			
				𝑡
				>
				0
			

		
	
) as 
	
		
			
				‖
				𝑦
				(
				0
				)
				‖
				<
				𝛿
				(
				𝜀
				)
			

		
	
. Then  the system is said to be output stable with respect to 
	
		
			

				𝑦
			

		
	
. 
 Define the auxiliary vectors 
	
		
			

				𝜂
			

			

				𝑖
			

			
				∑
				(
				𝑡
				)
				=
			

			
				𝑗
				∈
				𝑛
			

			

				𝑖
			

			

				𝑤
			

			
				𝑖
				𝑗
			

			
				(
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				−
				𝑥
			

			

				𝑗
			

			
				(
				𝑡
				)
				)
			

		
	
 (
	
		
			
				𝑖
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
) and the stack of them as 
	
		
			
				𝜂
				(
				𝑡
				)
				=
				[
				𝜂
			

			
				𝑇
				1
			

			
				(
				𝑡
				)
				,
				𝜂
			

			
				𝑇
				2
			

			
				(
				𝑡
				)
				,
				…
				,
				𝜂
			

			
				𝑇
				𝑛
			

			
				(
				𝑡
				)
				]
			

			

				𝑇
			

		
	
. It follows that  
								
	
 		
 			
				(
				1
				5
				)
			
 		
	

	
		
			
				
				𝜂
				=
				𝐿
				⊗
				𝐼
			

			

				𝑚
			

			
				
				𝑥
				(
				𝑡
				)
				.
			

		
	

As a result of (15) and 
	
		
			
				
			
			
				𝑥
				(
				𝑡
				)
				=
				(
				𝑈
			

			
				−
				1
			

			
				⊗
				𝐼
			

			

				𝑛
			

			
				)
				𝑥
				(
				𝑡
				)
			

		
	
,
								
	
 		
 			
				(
				1
				6
				)
			
 		
	

	
		
			
				
				𝑈
			

			
				−
				1
			

			
				⊗
				𝐼
			

			

				𝑛
			

			
				
				
				𝑈
				𝜂
				=
			

			
				−
				1
			

			
				⊗
				𝐼
			

			

				𝑛
			

			
				
				
				𝐿
				⊗
				𝐼
			

			

				𝑚
			

			
				
				
				𝑈
				𝑥
				(
				𝑡
				)
				=
			

			
				−
				1
			

			
				𝐿
				⊗
				𝐼
			

			

				𝑚
			

			
				
				=
				
				𝑈
				𝑥
				(
				𝑡
				)
			

			
				−
				1
			

			
				𝐿
				⊗
				𝐼
			

			

				𝑚
			

			
				
				
				𝑈
				⊗
				𝐼
			

			

				𝑛
			

			

				
			

			
				
			
			
				
				𝑥
				(
				𝑡
				)
				=
				𝐽
				⊗
				𝐼
			

			

				𝑛
			

			

				
			

			
				
			
			
				𝑥
				(
				𝑡
				)
				.
			

		
	

For the system (9), we said that the system is stable like the normal linear system case; when studying stability of singular linear systems, we need only to consider the following homogeneous equation:  
								
	
 		
 			
				(
				1
				7
				)
			
 		
	

	
		
			
				𝐸
				̇
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				=
				𝐴
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				,
			

		
	

							where 
	
		
			
				𝐸
				∈
				ℝ
			

			
				𝑚
				×
				𝑚
			

		
	
, 
	
		
			
				𝐴
				∈
				ℝ
			

			
				𝑚
				×
				𝑚
			

		
	
, 
	
		
			
				𝐵
				∈
				ℝ
			

			
				𝑚
				×
				𝑑
			

		
	
, with 
	
		
			
				r
				a
				n
				k
				(
				𝐸
				)
				=
				𝑐
				≤
				𝑚
			

		
	
, and 
	
		
			

				𝑥
			

			

				𝑖
			

			
				(
				0
				)
			

		
	
 is the admissible initial condition.
System (17) satisfies the regularity condition, and there exists a scalar 
	
		
			

				𝛼
			

		
	
 such that 
	
		
			
				d
				e
				t
				(
				𝛼
				𝐸
				+
				𝐴
				)
				≠
				0
			

		
	
. The system (17) can be transformed into the equivalent system
								
	
 		
 			
				(
				1
				8
				)
			
 		
	

	
		
			

				∼
			

			
				𝐸
				̇
				𝑥
				(
				𝑡
				)
				=
			

			

				∼
			

			
				𝐴
				𝑥
				(
				𝑡
				)
				,
			

		
	

							where 
	
		
			

				∼
			

			
				𝐸
				=
				(
				𝛼
				𝐸
				+
				𝐴
				)
			

			
				−
				1
			

			

				𝐸
			

		
	
, 
	
		
			

				∼
			

			
				𝐴
				=
				(
				𝛼
				𝐸
				+
				𝐴
				)
			

			
				−
				1
			

			

				𝐴
			

		
	
. The regularity condition assures that the system (17) has solution (see [33])  
								
	
 		
 			
				(
				1
				9
				)
			
 		
	

	
		
			
				𝑥
				(
				𝑡
				)
				=
				𝑒
			

			

				∼
			

			

				𝐸
			

			
				𝐷
				∼
			

			
				𝐴
				𝑡
				∼
			

			

				𝐸
			

			
				𝐷
				∼
			

			
				𝐸
				𝑥
				(
				0
				)
			

		
	

							and 
	
		
			
				𝑥
				(
				0
				)
			

		
	
 is admissible initial condition.
By Lemmas 2 and 6, there exist two nonsingular matrices 
	
		
			
				𝑄
				,
				𝑃
				∈
				ℝ
			

			
				𝑚
				𝑛
				×
				𝑚
				𝑛
			

		
	
; we can get
								
	
 		
 			
				(
				2
				0
				)
			
 		
	

	
		
			
				𝑥
				(
				𝑡
				)
				=
				𝑃
				𝑒
			

			
				
				𝐴
			

			

				1
			

			

				𝑂
			

			
				𝑛
				2
			

			
				
				𝑡
			

			
				⎡
				⎢
				⎢
				⎢
				⎣
				𝐼
			

			

				𝑛
			

			

				1
			

			

				𝑂
			

			

				𝑛
			

			

				2
			

			
				⎤
				⎥
				⎥
				⎥
				⎦
				𝑃
			

			
				−
				1
			

			
				⎡
				⎢
				⎢
				⎢
				⎣
				𝑒
				𝑥
				(
				0
				)
				=
				𝑃
			

			

				𝐴
			

			

				1
			

			

				𝑡
			

			

				𝑂
			

			

				𝑛
			

			

				2
			

			
				⎤
				⎥
				⎥
				⎥
				⎦
				𝑃
			

			
				−
				1
			

			
				𝑥
				(
				0
				)
				,
			

		
	

							where 
	
		
			

				𝐴
			

			

				1
			

			
				∈
				ℝ
			

			

				𝑛
			

			

				1
			

			
				×
				𝑛
			

			

				1
			

		
	
, 
	
		
			

				𝑛
			

			

				1
			

			
				+
				𝑛
			

			

				2
			

			
				=
				𝑛
				𝑚
			

		
	
.
Remark 12. From the structure of the solution we can see that 
	
		
			

				∼
			

			

				𝐸
			

			
				𝐷
				∼
			

			

				𝐴
			

		
	
 has two-part eigenvalues, eigenvalues of part 
	
		
			

				𝐴
			

			

				1
			

		
	
 and eigenvalues of part 
	
		
			

				𝑂
			

			

				𝑛
			

			

				2
			

		
	
. Eigenvalues  of part 
	
		
			

				𝐴
			

			

				1
			

		
	
 are effective eigenvalues. In this current paper slow subsystem eigenvalues of 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 represent eigenvalues of part 
	
		
			

				𝐴
			

			

				1
			

		
	
. Let 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 represent 
	
		
			

				∼
			

			

				𝐸
			

			
				𝐷
				∼
			

			

				𝐴
			

		
	
.
Definition 13 (see [48]). Consider the system (17) or the matrix pair 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 where 
	
		
			
				𝐸
				∈
				ℝ
			

			
				𝑚
				×
				𝑚
			

		
	
, 
	
		
			
				𝐴
				∈
				ℝ
			

			
				𝑚
				×
				𝑚
			

		
	
. (1)A pole of the system, or a finite eigenvalue of the matrix pair 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
, is called stable if it has negative real part, is called critically stable if it has zero real part, and is called unstable if it has positive real part. (2)The matrix pair 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 is called stable if it has only stable finite eigenvalues, is called critically stable if it has critical finite eigenvalues but not unstable ones, and is called unstable if it has unstable finite eigenvalues.
Remark 14. For a clear expression, the LTI singular systems is said to be stable if 
	
		
			

				0
			

		
	
 is a stable equilibrium point of this system.
Definition 15 (swarm stability). Consider LTI singular multiagent systems with 
	
		
			

				𝑛
			

		
	
 agents and 
	
		
			

				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				…
				,
				𝑥
			

			

				𝑛
			

			
				∈
				ℝ
			

			

				𝑚
			

		
	
 as the agent states. The  system is said to be swarm stable if for 
	
		
			
				∀
				𝜀
				>
				0
			

		
	
, 
	
		
			
				∃
				𝛿
				(
				𝜀
				)
				>
				0
			

		
	
 s.t. 
	
		
			
				‖
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				−
				𝑥
			

			

				𝑗
			

			
				(
				𝑡
				)
				‖
				<
				𝜀
			

		
	
 (
	
		
			
				𝑡
				>
				0
			

		
	
) as 
	
		
			
				‖
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				−
				𝑥
			

			

				𝑗
			

			
				(
				𝑡
				)
				‖
				<
				𝛿
				(
				𝜀
				)
			

		
	
 (
	
		
			
				∀
				𝑖
				,
				𝑗
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
).
Definition 16 (asymptotically swarm stability). Consider that LTI singular multiagent systems achieve full state consensus, that is. for 
	
		
			
				∀
				𝜀
				>
				0
			

		
	
, 
	
		
			
				∃
				𝑇
				>
				0
			

		
	
 s.t. when 
	
		
			
				𝑡
				>
				𝑇
			

		
	
, 
	
		
			
				‖
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				−
				𝑥
			

			

				𝑗
			

			
				(
				𝑡
				)
				‖
				<
				𝜀
			

		
	
 (
	
		
			
				∀
				𝑖
				,
				𝑗
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
). Then it is said to be asymptotically swarm stable. 
The swarm stability discussed in this paper is LTI singular systems, and the definition of swarm stability and asymptotic swarm stability seem similar to [18]; however, they are actually different. The  current paper focuses on the more general cases which is LTI singular systems. As well known for the system (10), when 
	
		
			
				r
				a
				n
				k
				(
				𝐸
				)
				=
				𝑚
			

		
	
 the normal systems are actually spacial cases of the system (10).
Besides consensus achievement, some phenomena investigated by the researchers, for example, flocking and formation keeping, also require a system to be swarm stable. A bird flock, vehicle platoon, or robot crew may navigate to anywhere, but the distances among its members should not go unbounded. The states of agents in a swarm stable system might still oscillate or even diverge. Swarm stability is a kind of nonequilibrium stability [18].
3. Swarm Stability
The major purpose of this section is to present a necessary and sufficient condition for the swarm stability of high-order LTI singular swarm systems. For this end, several preparations are needed.
Lemma 17.  For multiagent systems (9), if it is asymptotically swarm stable, then as 
	
		
			
				𝑡
				→
				∞
			

		
	
, the trajectory of each agent satisfies 
	
		
			
				𝐸
				̇
				𝜉
				−
				𝐴
				𝜉
				→
				0
			

		
	
.
Proof. Without loss of generality, consider an agent 
	
		
			

				𝑖
			

		
	
. The difference between 
	
		
			
				𝐸
				̇
				𝑥
			

			

				𝑖
			

		
	
 and 
	
		
			
				𝐴
				𝑥
			

			

				𝑖
			

		
	
 is 
	
		
			
				𝐸
				̇
				𝑥
			

			

				𝑖
			

			
				−
				𝐴
				𝑥
			

			

				𝑖
			

			
				=
				𝐵
				𝐾
			

			

				2
			

			

				∑
			

			
				𝑗
				∈
				𝑁
			

			

				𝑖
			

			

				𝑤
			

			
				𝑖
				𝑗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				−
				𝑥
			

			

				𝑖
			

			

				)
			

		
	
. Since the system is asymptotically swarm stable, 
	
		
			
				l
				i
				m
			

			
				𝑡
				→
				∞
			

			
				(
				𝑥
			

			

				𝑗
			

			
				−
				𝑥
			

			

				𝑖
			

			
				)
				=
				0
			

		
	
 
	
		
			
				(
				𝑗
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
				)
			

		
	
 and 
	
		
			
				l
				i
				m
			

			
				𝑡
				→
				∞
			

			
				𝐵
				𝐾
			

			

				2
			

			

				∑
			

			
				𝑗
				∈
				𝑁
			

			

				𝑖
			

			

				𝑤
			

			
				𝑖
				𝑗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				−
				𝑥
			

			

				𝑖
			

			
				)
				=
				0
			

		
	
. Thus, as 
	
		
			
				𝑡
				→
				∞
			

		
	
, the difference 
	
		
			
				(
				𝐸
				̇
				𝑥
			

			

				𝑖
			

			
				−
				𝐴
				𝑥
			

			

				𝑖
			

			
				)
				→
				0
			

		
	
. 
 Lemma 17 naturally leads to the following two corollaries.
Corollary 18.  For multiagent System (9), if each slow subsystem eigenvalue of 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 has negative real part, then the system is asymptotically swarm stable if and only if it is asymptotically stable and the limit of all agents state that is the consensus state, is zero.
Proof. For the LTI singular systems (9), like the normal linear system case, when studying stability of singular linear systems, we need only to consider the following homogeneous equation: 
							
	
 		
 			
				(
				2
				1
				)
			
 		
	

	
		
			
				𝐸
				̇
				𝑥
			

			

				𝑖
			

			
				=
				𝐴
				𝑥
			

			

				𝑖
			

		
	

						for 
	
		
			
				𝑖
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
. The regularity condition assures that the system (9), by the Lemma 8 we can get
							
	
 		
 			
				(
				2
				2
				)
			
 		
	

	
		
			

				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				=
				𝑒
			

			

				∼
			

			

				𝐸
			

			
				𝐷
				∼
			

			
				𝐴
				∼
			

			

				𝐸
			

			
				𝐷
				∼
			

			
				𝐸
				𝑥
			

			

				𝑖
			

			
				(
				0
				)
			

		
	

						with 
	
		
			

				∼
			

			
				𝐸
				=
				(
				𝛼
				𝐸
				+
				𝐴
				)
			

			
				−
				1
			

			

				𝐸
			

		
	
 and 
	
		
			

				∼
			

			
				𝐴
				=
				(
				𝛼
				𝐸
				+
				𝐴
				)
			

			
				−
				1
			

			

				𝐴
			

		
	
, 
	
		
			

				𝑥
			

			

				𝑖
			

			
				(
				0
				)
			

		
	
 is the admissible initial condition. As we can see that each slow subsystem eigenvalue of 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 has negative real part, the limit 
	
		
			
				l
				i
				m
			

			
				𝑡
				→
				∞
			

			

				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				=
				l
				i
				m
			

			
				𝑡
				→
				∞
			

			

				𝑒
			

			

				∼
			

			

				𝐸
			

			
				𝐷
				∼
			

			
				𝐴
				∼
			

			

				𝐸
			

			
				𝐷
				∼
			

			
				𝐸
				𝑥
				(
				0
				)
				=
				0
			

		
	
, so the consensus state, is zero and it is asymptotically stable with Lemma 17 from which we can get the results.
Corollary 19.  For singular multi agent system (9), the system is asymptotically swarm stable and the consensus state is not zero. Then  not each slow subsystem eigenvalues of 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 has negative real part. 
 From the proof of Corollary 18, we can easily get the results.
Lemma 20.  For LTI singular multi agent system (9), if 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 is stable, then swarm stability of the system is equivalent to stable.
Proof. Suppose that the system is swarm stable. If 
	
		
			
				‖
				𝑥
			

			

				𝑖
			

			
				(
				0
				)
				‖
				<
				𝛿
				/
				2
			

		
	
 (
	
		
			
				𝑖
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
), then 
	
		
			
				‖
				𝑥
			

			

				𝑖
			

			
				(
				0
				)
				−
				𝑥
			

			

				𝑗
			

			
				(
				0
				)
				‖
				<
				𝛿
			

		
	
 (
	
		
			
				𝑖
				,
				𝑗
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
). Owning to the swarm stability, for 
	
		
			
				∀
				𝜀
				>
				0
			

		
	
, 
	
		
			
				∃
				𝛿
				(
				𝜀
				)
			

		
	
 s.t. 
	
		
			
				‖
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				−
				𝑥
			

			

				𝑗
			

			
				(
				𝑡
				)
				‖
				<
				𝜀
			

		
	
 (
	
		
			
				𝑗
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
) as 
	
		
			
				‖
				𝑥
			

			

				𝑖
			

			
				(
				0
				)
				‖
				<
				𝛿
				/
				2
			

		
	
 (
	
		
			
				𝑖
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
). 
	
		
			

				𝜀
			

		
	
 can be arbitrarily small if with proper 
	
		
			

				𝛿
			

		
	
. Let 
	
		
			
				𝜀
				→
				0
			

		
	
. According  to the similar idea in the proof of Lemma 17, the motion of each agent can satisfy 
	
		
			
				𝐸
				̇
				𝜉
				−
				𝐴
				𝜉
				→
				0
			

		
	
. Assume that the swarm system is unstable. Then  the agent states may diverge since the system is LTI. This contradicts the fact that 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 is stable. Thus, the multi agent system must be stable.Suppose that the system is stable. Assume that the system is swarm unstable. There may exist a pair of agents 
	
		
			

				𝑖
			

		
	
 and 
	
		
			

				𝑗
			

		
	
 with 
	
		
			
				(
				𝑥
			

			

				𝑖
			

			
				−
				𝑥
			

			

				𝑗
			

			
				)
				→
				∞
			

		
	
 as 
	
		
			
				𝑡
				→
				∞
			

		
	
. This implicates that at least the state of one agent goes unbounded. The assumption contradicts the fact that the system is stable. Thus, the system is swarm stable.
Lemma 21.  If the graph 
	
		
			

				𝐺
			

		
	
 includes a spanning tree, then a necessary and sufficient condition for the swarm stability of the singular system is that it is output stable with respect to 
	
		
			

				𝜂
			

		
	
.
Proof. Owing to the definition of 
	
		
			

				𝜂
			

		
	
 the system is output stable with respect to 
	
		
			

				𝜂
			

		
	
 if it is swarm stable. According to Lemma 20, if the graph 
	
		
			

				𝐺
			

		
	
 includes a spanning tree, then there exists certain nonsingular matrix 
	
		
			
				𝑃
				∈
				ℝ
			

			
				𝑛
				×
				𝑛
			

		
	
 s.t. 
							
	
 		
 			
				(
				2
				3
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				𝑃
				𝐿
				=
				Γ
				=
				1
				−
				1
				0
				0
				1
				⋱
				⋱
				⋱
				⋱
				−
				1
				0
				0
				1
				−
				1
				∗
				∗
				⋯
				⋯
				∗
			

		
	

						where the first 
	
		
			
				𝑛
				−
				1
			

		
	
 rows in 
	
		
			

				Γ
			

		
	
 form a basis for the row space of 
	
		
			

				𝐿
			

		
	
 and 
	
		
			

				∗
			

		
	
 can be any value. Thus, (15) can be transformed into 
	
		
			
				(
				𝑃
				⊗
				𝐼
			

			

				𝑑
			

			
				)
				𝜂
				=
				(
				Γ
				⊗
				𝐼
			

			

				𝑑
			

			
				)
				𝑥
			

		
	
. All the vectors 
	
		
			

				𝑥
			

			

				1
			

			
				−
				𝑥
			

			

				2
			

			
				,
				𝑥
			

			

				2
			

			
				−
				𝑥
			

			

				3
			

			
				,
				…
				,
				𝑥
			

			
				𝑛
				−
				1
			

			
				−
				𝑥
			

			

				𝑛
			

		
	
 are dependent on 
	
		
			

				𝜂
			

		
	
. The value of any 
	
		
			
				‖
				𝑥
			

			

				𝑖
			

			
				−
				𝑥
			

			

				𝑗
			

			

				‖
			

		
	
 (
	
		
			
				𝑖
				,
				𝑗
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
) can be arbitrarily small if 
	
		
			

				𝜂
			

		
	
 is sufficiently close to zero. Therefore, the system is swarm stable if it is output stable with respect to 
	
		
			

				𝜂
			

		
	
. 
 This section will establish some necessary and sufficient conditions guaranteeing that the system has a consensus property.
Theorem 22.  For swarm system (9) with 
	
		
			

				𝜆
			

			

				1
			

			
				=
				0
				,
				𝜆
			

			

				2
			

			
				,
				…
				,
				𝜆
			

			

				𝑛
			

			
				∈
				ℂ
			

		
	
 as the eigenvalues of 
	
		
			
				𝐿
				(
				𝐺
				)
			

		
	
, if 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 is unstable, the system is swarm stable if and only if both (1) and (2) below are true: (1)
	
		
			

				𝐺
			

		
	
 includes a spanning tree; (2) all the 
	
		
			
				(
				𝐸
				,
				𝐴
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
, 
	
		
			
				(
				𝜆
			

			

				𝑖
			

			
				≠
				0
				)
			

		
	
, are stable. Besides, if, for some 
	
		
			

				𝑖
			

		
	
, 
	
		
			
				(
				𝐸
				,
				𝐴
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
 is critically stable and 
	
		
			

				𝐿
			

		
	
 is not diagonalisable, each submatrix in 
	
		
			
				(
				𝐼
			

			

				𝑛
			

			
				⊗
				𝐸
				,
				𝐼
			

			

				𝑛
			

			
				⊗
				𝐴
				−
				𝐽
				⊗
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
 corresponding to a Jordan block of 
	
		
			

				𝜆
			

			

				𝑖
			

		
	
 which has the form
										
	
 		
 			
				(
				2
				4
				)
			
 		
	

	
		
			
				⎛
				⎜
				⎜
				⎜
				⎜
				⎜
				⎜
				⎜
				⎜
				⎜
				⎜
				⎝
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				𝐸
				𝐸
				⋱
				𝐸
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				𝐴
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			
				−
				𝐵
				𝐾
			

			

				2
			

			
				0
				0
				𝐴
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			
				⋱
				0
				⋮
				⋱
				−
				𝐵
				𝐾
			

			

				2
			

			
				0
				⋯
				0
				𝐴
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				⎞
				⎟
				⎟
				⎟
				⎟
				⎟
				⎟
				⎟
				⎟
				⎟
				⎟
				⎠
			

		
	
is stable.  If 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 is stable, then the system is swarm stable if and only if condition (2) is true.
Proof. 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
   Is Unstable. Assume that 
	
		
			

				𝐺
			

		
	
 does not include a spanning tree while the system is still swarm stable. 
	
		
			
				∃
				𝛿
				(
				𝜀
				)
				>
				0
			

		
	
 s.t. 
	
		
			
				‖
				𝑥
			

			

				𝑖
			

			
				(
				𝑡
				)
				−
				𝑥
			

			

				𝑗
			

			
				(
				𝑡
				)
				‖
				<
				𝜀
			

		
	
 if 
	
		
			
				‖
				𝑥
			

			

				𝑖
			

			
				(
				0
				)
				−
				𝑥
			

			

				𝑗
			

			
				(
				0
				)
				‖
				<
				𝛿
			

		
	
 (
	
		
			
				∀
				𝑖
				,
				𝑗
				∈
				{
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
). 
	
		
			

				𝐺
			

		
	
 must contain 
	
		
			
				𝑘
				≥
				2
			

		
	
 different subgraphs 
	
		
			
				
				𝐺
			

			

				1
			

			
				,
				
				𝐺
			

			

				2
			

			
				
				𝐺
				,
				…
				,
			

			

				𝑘
			

		
	
 each receiving no information. According to the basic idea in the proof of Lemmas 17 and 20, 
	
		
			

				𝜀
			

		
	
 can be arbitrarily small if 
	
		
			

				𝛿
			

		
	
 is small enough. Let 
	
		
			
				𝜀
				→
				0
			

		
	
. Then the motion of each agent associated with 
	
		
			
				
				𝐺
			

			

				1
			

		
	
 can satisfy 
	
		
			
				𝐸
				̇
				𝜉
			

			

				1
			

			
				−
				𝐴
				𝜉
			

			

				1
			

			
				→
				0
			

		
	
, whereas the motion of each agent associated with 
	
		
			
				
				𝐺
			

			

				2
			

		
	
 can satisfy 
	
		
			
				𝐸
				̇
				𝜉
			

			

				2
			

			
				−
				𝐴
				𝜉
			

			

				2
			

			
				→
				0
			

		
	
. As 
	
		
			

				𝜉
			

			

				1
			

		
	
 and 
	
		
			

				𝜉
			

			

				2
			

		
	
 are independent, 
	
		
			
				𝐸
				̇
				𝜉
			

			

				1
			

			
				̇
				𝜉
				−
				𝐸
			

			

				2
			

			
				−
				𝐴
				(
				𝜉
			

			

				1
			

			
				−
				𝜉
			

			

				2
			

			
				)
				→
				0
			

		
	
. Since 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 is unstable and the system is LTI, there exist 
	
		
			

				𝜉
			

			

				1
			

			
				(
				0
				)
				≠
				𝜉
			

			

				2
			

			
				(
				0
				)
			

		
	
 s.t. 
	
		
			

				𝜉
			

			

				1
			

			
				(
				𝑡
				)
				−
				𝜉
			

			

				2
			

			
				(
				𝑡
				)
				→
				∞
			

		
	
 (
	
		
			
				𝑡
				→
				∞
			

		
	
). This contradicts the fact that the system is swarm stable. Thus, Condition (1) is necessary.Owing to Lemma 21, when condition (1) is true, swarm stability is equivalent to that the system is output stable with respect to 
	
		
			

				𝜂
			

		
	
. Notice that 
	
		
			

				𝜆
			

			

				2
			

			
				,
				…
				,
				𝜆
			

			

				𝑛
			

		
	
 are all nonzero. According to the linear equation (16) and the upper triangular structure of 
	
		
			

				𝐽
			

		
	
, the output stability with respect to is equivalent to the output stability with respect to 
	
		
			

				∼
			

			

				𝑥
			

			

				2
			

			

				,
			

			

				∼
			

			

				𝑥
			

			

				3
			

			
				,
				…
				,
			

			

				∼
			

			

				𝑥
			

			

				𝑛
			

		
	
. Evidently, one can infer that condition (1)  is a necessary and sufficient condition for such an output stability by considering the structure of (13).
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 Is Stable. According to Lemma 20, the swarm stability of the system is equivalent to the asymptotically stability of (10). One can draw the conclusion that (10) is stable if and only if Condition (2) is true by considering the structure of (13).
Remark 23. For system (9), if 
	
		
			
				I
				n
				d
				e
				x
				(
				𝐸
				)
				=
				0
			

		
	
, the results in [18] is a special case of the Theorem 22.
Corollary 24.  For swarm system (10) with 
	
		
			

				𝜆
			

			

				1
			

			
				=
				0
				,
				𝜆
			

			

				2
			

			
				,
				…
				,
				𝜆
			

			

				𝑛
			

			
				∈
				ℂ
			

		
	
 as the eigenvalues of 
	
		
			
				𝐿
				(
				𝐺
				)
			

		
	
, if 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝐵
				𝐾
			

			

				1
			

			

				)
			

		
	
 is unstable, the system is swarm stable if and only if both (1) and (2) below are true: (1)
	
		
			

				𝐺
			

		
	
 includes a spanning tree; (2) all the 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝐵
				𝐾
			

			

				1
			

			
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
, 
	
		
			

				𝜆
			

			

				𝑖
			

			
				≠
				0
			

		
	
, are stable. Besides, if for some 
	
		
			

				𝑖
			

		
	
, 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝐵
				𝐾
			

			

				1
			

			
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
 is critically stable and 
	
		
			

				𝐿
			

		
	
 is not diagonalisable, each submatrix in 
	
		
			
				(
				𝐼
			

			

				𝑛
			

			
				⊗
				𝐸
				,
				𝐼
			

			

				𝑛
			

			
				⊗
				(
				𝐴
				+
				𝐵
				𝐾
			

			

				1
			

			
				)
				−
				𝐽
				⊗
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
 corresponding to a Jordan block of 
	
		
			

				𝜆
			

			

				𝑖
			

		
	
 which has the form
										
	
 		
 			
				(
				2
				5
				)
			
 		
	

	
		
			
				⎛
				⎜
				⎜
				⎜
				⎜
				⎜
				⎜
				⎜
				⎜
				⎝
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				𝐸
				𝐸
				⋱
				𝐸
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				𝐴
				+
				𝐵
				𝐾
			

			

				1
			

			
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			
				−
				𝐵
				𝐾
			

			

				2
			

			
				0
				0
				𝐴
				+
				𝐵
				𝐾
			

			

				1
			

			
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			
				⋱
				0
				⋮
				⋱
				−
				𝐵
				𝐾
			

			

				2
			

			
				0
				⋯
				0
				𝐴
				+
				𝐵
				𝐾
			

			

				1
			

			
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				⎞
				⎟
				⎟
				⎟
				⎟
				⎟
				⎟
				⎟
				⎟
				⎠
			

		
	
is stable.  If 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝐵
				𝐾
			

			

				1
			

			

				)
			

		
	
 is stable, then the system is swarm stable if and only if condition (2) is true. 
 The proof is the same as that Theorem 22.
4. Asymptotic Swarm Stability
Theorem 25.  For swarm system (9) with 
	
		
			

				𝜆
			

			

				1
			

			
				=
				0
				,
				𝜆
			

			

				2
			

			
				,
				…
				,
				𝜆
			

			

				𝑛
			

			
				∈
				ℂ
			

		
	
 as the eigenvalues of the Laplacian matrix 
	
		
			
				𝐿
				(
				𝐺
				)
			

		
	
, if not each slow subsystem eigenvalues of 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 has negative real part, the system is asymptotically swarm stable if and only if both (1) and (2) below are true: (1)the graph topology 
	
		
			

				𝐺
			

		
	
 includes a spanning tree. (2)each slow subsystem eigenvalue of 
	
		
			
				(
				𝐸
				,
				𝐴
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
 
	
		
			
				(
				𝜆
			

			

				𝑖
			

			
				≠
				0
				)
			

		
	
 has negative real part.   If each slow subsystem eigenvalue of 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 has negative real part, then the system is asymptotically swarm stable if and only if condition (2) is true.
Proof. Part 1. Not each slow subsystem eigenvalue of  
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 has negative real part. According to the same approach in the proof of Theorem 22, it is easy to prove that Condition (1) is necessary. With Condition (1), according to Lemma 20, any vector in the null space of 
	
		
			
				𝐿
				⊗
				𝐼
			

			

				𝑑
			

		
	
 is of the form 
	
		
			
				𝜙
				⊗
				𝜉
			

		
	
 where 
	
		
			
				𝜙
				=
				[
				1
				,
				1
				,
				…
				,
				1
				]
			

			

				𝑇
			

			
				∈
				ℝ
			

			

				𝑚
			

		
	
 and 
	
		
			
				𝜉
				∈
				ℝ
			

			

				𝑚
			

		
	
. Therefore 
	
		
			

				𝑥
			

			

				1
			

			
				=
				𝑥
			

			

				2
			

			
				=
				⋯
				=
				𝑥
			

			

				𝑛
			

		
	
 if and only if 
	
		
			
				𝜂
				=
				0
			

		
	
. According to Lemma 20, 
	
		
			

				𝜆
			

			

				2
			

			
				,
				…
				,
				𝜆
			

			

				𝑛
			

		
	
 are all nonzero. From the linear equation (16), one knows that 
	
		
			
				𝜂
				=
				0
			

		
	
 if and only if 
	
		
			

				∼
			

			

				𝑥
			

			

				2
			

			
				=
				⋯
				=
			

			

				∼
			

			

				𝑥
			

			

				𝑛
			

			
				=
				0
			

		
	
 with considering the triangular structure of 
	
		
			

				𝐽
			

		
	
. According to (13), 
	
		
			

				𝐼
			

			

				𝑛
			

			
				⊗
				𝐴
				−
				𝐽
				⊗
				𝐵
				𝐾
			

			

				2
			

		
	
 is a strictly upper triangular block matrix and the stability of (10) is determined by the eigenvalues of 
	
		
			
				(
				𝐸
				,
				𝐴
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
. Meanwhile, the output stability of the system (9) respect to 
	
		
			

				∼
			

			

				𝑥
			

			

				2
			

			

				,
			

			

				∼
			

			

				𝑥
			

			

				3
			

			
				,
				…
				,
			

			

				∼
			

			

				𝑥
			

			

				𝑛
			

		
	
 is independent of 
	
		
			

				∼
			

			

				𝑥
			

			

				1
			

		
	
. Consequently, 
	
		
			

				∼
			

			

				𝑥
			

			

				2
			

			

				,
			

			

				∼
			

			

				𝑥
			

			

				3
			

			
				,
				…
				,
			

			

				∼
			

			

				𝑥
			

			

				𝑛
			

			
				→
				0
			

		
	
 (
	
		
			
				𝑡
				→
				∞
			

		
	
) if and only if each slow subsystem eigenvalue of 
	
		
			
				(
				𝐸
				,
				𝐴
				−
				𝜆
			

			

				2
			

			
				𝐵
				𝐾
			

			

				2
			

			
				)
				,
				…
				,
				(
				𝐸
				,
				𝐴
				−
				𝜆
			

			

				𝑛
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
 has negative real part.Part 2. Each slow subsystem eigenvalue of  
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 has negative real part. When each slow subsystem eigenvalue of 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 has negative real part, according to Corollary 18, the multiagent system’s asymptotic swarm stability is equivalent to its asymptotic stability. The stability of system (9) is equivalent to that of (10). By observing the structure of 
	
		
			

				𝐼
			

			

				𝑛
			

			
				⊗
				𝐴
				−
				𝐽
				⊗
				𝐵
				𝐾
			

			

				2
			

		
	
 in (13), it is easy to infer that (10) is asymptotically stable if and only if condition (2) is true.
Remark 26. For system (9), if 
	
		
			
				I
				n
				d
				e
				x
				(
				𝐸
				)
				=
				0
			

		
	
, the results in [18, 34] is a special case of Theorem 25.
Corollary 27.  For swarm system (10) with 
	
		
			

				𝜆
			

			

				1
			

			
				=
				0
				,
				𝜆
			

			

				2
			

			
				,
				…
				,
				𝜆
			

			

				𝑛
			

			
				∈
				ℂ
			

		
	
 as the eigenvalues of the Laplacian matrix 
	
		
			
				𝐿
				(
				𝐺
				)
			

		
	
, if not each slow subsystem eigenvalue of 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝐵
				𝐾
			

			

				1
			

			

				)
			

		
	
 has negative real part, the system is asymptotically swarm stable if and only if both (1) and (2) below are true: (1)the graph topology 
	
		
			

				𝐺
			

		
	
 includes a spanning tree. (2)each slow subsystem eigenvalue of 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝐵
				𝐾
			

			

				1
			

			
				−
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
 
	
		
			
				(
				𝜆
			

			

				𝑖
			

			
				≠
				0
				)
			

		
	
 has negative real part.  If each slow subsystem eigenvalue of 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝐵
				𝐾
			

			

				1
			

			

				)
			

		
	
 has negative real part, then the system is asymptotically swarm stable if and only if condition (2) is true.
Remark 28. For system (10), the result in [18, 32, 35] is a special case of the Corollary 27.
5. Simulation
 In this section, numerical instances will be exhibited to illustrate the theoretical results in the previous section, three graphs 
	
		
			

				𝐺
			

			

				1
			

		
	
, 
	
		
			

				𝐺
			

			

				2
			

		
	
, and 
	
		
			

				𝐺
			

			

				3
			

		
	
. 
5.1. First Example
A network with three nodes and four edges, whose topology is shown in Figure 1, the eigenvalues of the Laplacian matrices for the two graphs are 
	
		
			
				𝜆
				(
				𝐺
			

			

				1
			

			
				)
				=
				{
				0
				,
				0
				.
				4
				5
				4
				5
				,
				0
				.
				6
				9
				}
			

		
	
 and  
								
	
 		
 			
				(
				2
				6
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				𝐸
				=
				0
				1
				0
				−
				5
				2
				0
				0
				1
				0
				𝐴
				=
				7
				.
				4
				1
				9
				7
				0
				.
				1
				5
				2
				0
				5
				.
				5
				9
				9
				4
				3
				.
				4
				8
				4
				1
				0
				1
				2
				1
				𝐵
				𝐾
			

			

				2
			

			
				=
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				.
				1
				4
				0
				0
				7
				0
				0
				0
				0
			

		
	

							In this example, 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 is unstable with slow subsystem eigenvalues 
	
		
			
				1
				±
				2
				𝑖
			

		
	
, 
	
		
			
				r
				a
				n
				k
				(
				𝐸
				)
				=
				2
				<
				3
			

		
	
 the multiagent system is singular multiagent system, whereas the slow subsystem eigenvalues of 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			
				)
				(
				𝑖
				=
				2
				,
				3
				)
			

		
	
 are 
	
		
			
				−
				0
				.
				5
				1
				8
				±
				0
				.
				9
				1
				7
				𝑖
			

		
	
 and 
	
		
			
				±
				1
				.
				5
				1
				2
				𝑖
			

		
	
. According to Theorems 22 and 25, the multiagent system is swarm stable but not asymptotically swarm stable. 


	
		
	


	
		
		
		
		
		
		
	


	
		
	


	
		
		
		
		
		
		
	


	
		
	


	
		
		
		
		
		
		
	


	
		
		
		
		
		
		
	


	
		
		
			
		
	


	
		
			
		
			
		
	


	
		
		
			
		
	


	
		
			
		
			
		
	


















Figure 1: Direction interaction topology graph 
	
		
			

				𝐺
			

			

				1
			

		
	
.


  Figure 4 shows the three trajectories of the agents with nonadmissible initial condition in the three dimension space. The three agents diverge, while they neither escape from each other nor achieve consensus. For clearer observation, Figure 5 shows the three trajectories representing the relative motion, that is, 
	
		
			

				𝑥
			

			

				1
			

			
				−
				𝑥
			

			

				2
			

		
	
, 
	
		
			

				𝑥
			

			

				2
			

			
				−
				𝑥
			

			

				3
			

		
	
 and 
	
		
			

				𝑥
			

			

				1
			

			
				−
				𝑥
			

			

				3
			

		
	
. It is clear that the relative motions are Lyapunov stable. The dots 
	
		
			

				•
			

		
	
 represent the nonadmissible initial condition position which we set, and the dots 
	
		
			

				∗
			

		
	
 is the admissible initial condition which the system actually starts. Figure 4 indicates that the nonadmissible initial bounded has no effect on swarm stable if the multiagent can accept the nonadmissible initial bounded value.
5.2.  Second Example
For  a network with five nodes and six edges, whose topology is shown in Figure 2, the eigenvalues of the Laplacian matrices for the two graphs are 
	
		
			
				𝜆
				(
				𝐺
			

			

				2
			

			
				)
				=
				{
				0
				,
				0
				,
				0
				.
				6
				,
				0
				.
				7
				,
				0
				.
				8
				}
			

		
	
 and  
								
	
 		
 			
				(
				2
				7
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				𝐸
				=
				0
				1
				0
				−
				5
				2
				0
				0
				0
				0
				𝐴
				=
				7
				.
				4
				1
				9
				7
				0
				.
				1
				5
				2
				0
				5
				.
				5
				9
				9
				4
				3
				.
				4
				8
				4
				1
				0
				1
				0
				1
				𝐵
				𝐾
			

			

				2
			

			
				=
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				.
				1
				4
				0
				0
				7
				0
				0
				0
				0
			

		
	

							In this example, 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 is unstable with slow subsystem eigenvalues 
	
		
			
				1
				±
				2
				𝑖
			

		
	
, 
	
		
			
				r
				a
				n
				k
				(
				𝐸
				)
				=
				2
				<
				3
			

		
	
 the multiagent system is singular swarm systems, whereas the slow subsystem eigenvalues of 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
 
	
		
			
				(
				𝜆
			

			

				𝑖
			

			
				≠
				0
				)
			

		
	
 are 
	
		
			
				−
				0
				.
				3
				2
				±
				1
				.
				1
				9
				9
				4
				𝑖
			

		
	
, 
	
		
			
				−
				0
				.
				5
				4
				±
				0
				.
				8
				7
				8
				0
				𝑖
			

		
	
, 
	
		
			
				−
				0
				.
				7
				6
				±
				0
				.
				1
				8
				5
				7
				𝑖
			

		
	
, Although the the slow subsystem eigenvalues of 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
 
	
		
			
				(
				𝜆
			

			

				𝑖
			

			
				≠
				0
				)
			

		
	
 are all with negative real parts, the system is swarm unstable according to Theorem 22 for 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 is unstable and 
	
		
			

				𝐺
			

			

				2
			

		
	
 includes no spanning tree. For 
	
		
			

				𝐺
			

			

				2
			

		
	
 has two subgraph, each subgraph has a spanning tree, so they depart two groups. 
	
		
			

				∗
			

		
	
 is the admissible initial bounded value position (see Figure 6).


	
		
	


	
		
	


	
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
	


	
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
	







	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
			
		
			
		
	















Figure 2: Direction interaction topology graph 
	
		
			

				𝐺
			

			

				2
			

		
	
.


5.3.  Third Example
  For a network with five nodes and nine edges, whose topology is shown in Figure 3, the eigenvalues of the Laplacian matrices for the two graphs are 
	
		
			
				𝜆
				(
				𝐺
			

			

				3
			

			
				)
				=
				{
				0
				,
				0
				.
				7
				,
				0
				.
				5
				8
				,
				0
				.
				6
				,
				0
				.
				8
				}
			

		
	
 and 
								
	
 		
 			
				(
				2
				8
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				𝐸
				=
				0
				1
				0
				−
				5
				2
				0
				0
				0
				0
				𝐴
				=
				7
				.
				4
				1
				9
				7
				0
				.
				1
				5
				2
				0
				5
				.
				5
				9
				9
				4
				3
				.
				4
				8
				4
				1
				0
				1
				0
				1
				𝐵
				𝐾
			

			

				2
			

			
				=
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				.
				1
				4
				0
				0
				7
				0
				0
				0
				0
			

		
	

							In this example, 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 is unstable with slow subsystem eigenvalues 
	
		
			
				1
				±
				2
				𝑖
			

		
	
, 
	
		
			
				r
				a
				n
				k
				(
				𝐸
				)
				=
				2
				<
				3
			

		
	
 the multiagent system is singular swarm systems, whereas the slow subsystem eigenvalues of 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
 
	
		
			
				(
				𝜆
			

			

				𝑖
			

			
				≠
				0
				)
			

		
	
 are 
	
		
			
				−
				0
				.
				2
				7
				6
				±
				1
				.
				2
				5
				0
				5
				𝑖
			

		
	
, 
	
		
			
				−
				0
				.
				5
				4
				±
				0
				.
				8
				7
				8
				0
				𝑖
			

		
	
, 
	
		
			
				−
				0
				.
				3
				2
				±
				0
				.
				1
				1
				9
				4
				𝑖
			

		
	
, 
	
		
			
				−
				0
				.
				7
				6
				±
				0
				.
				1
				8
				5
				7
				𝑖
			

		
	
 although the slow subsystem eigenvalue of 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 
	
		
			
				(
				𝜆
			

			

				𝑖
			

			
				≠
				0
				)
			

		
	
 is unstable and the system matches the condition of Theorem 25, and it is asymptotically swarm stable. Figure 7 shows the five trajectories of the agents in the three-dimensional space. For a clear observation Figure 8 shows the four trajectories representing the relative motions that is 
	
		
			

				𝑥
			

			

				1
			

			
				−
				𝑥
			

			

				2
			

		
	
, 
	
		
			

				𝑥
			

			

				2
			

			
				−
				𝑥
			

			

				3
			

		
	
, 
	
		
			

				𝑥
			

			

				3
			

			
				−
				𝑥
			

			

				4
			

		
	
, 
	
		
			

				𝑥
			

			

				4
			

			
				−
				𝑥
			

			

				5
			

		
	
. It clear that the relative motions are asymptotically swarm stable.


	
		
	


	
		
		
		
	


	
		
		
		
	


	
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	







	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	



Figure 3: Direction interaction topology graph 
	
		
			

				𝐺
			

			

				3
			

		
	
.








	
		
	



	
		
		
		
		
	






	
		
	



	
		
		
		
		
	




	
		
	



	
		
	



	
		
	


	
		
		
		
	



	
		
	














































































































































































































































































































































































































































































































































































































































































	
		
		
		
		
	




	
		
		
		
		
	


	
		
	
		
	
		
	



	
		
			
		
			
		
	


	
		
	
	
		
		
	
	
		
		
		
	


	
		
	
	
		
		
		
		
		
	


	
		
	
	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
		
	


	
		
	
	
		
		
		
		
	


	
		
	
	
		
	
	
		
		
		
	


	
		
	
	
		
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
		
	
	
		
	


	
		
	
	
		
		
	
	
		
	


	
		
	
	
		
		
		
	
	
		
	


	
		
	
	
		
		
		
		
	


	
		
	
	
		
		
		
	
	
		
	


	
		
	
	
		
		
		
	
	
		
	



Figure 4: Trajectories of three agents in the first instance with non-admissible bounded initial 
	
		
			
				𝑡
				∈
				[
				0
				7
				]
			

		
	
.







	
		
	



	
		
		
	



	
		
		
	




	
		
	



	
		
		
	






	
		
	



	
		
		
	



	
		
		
		
	



	
		
		
		
	

























































































































































































































































































































































































































































































































































































































	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
	
	
		
	

Figure 5: Relative motions in the first instance with non-admissible bounded initial 
	
		
			
				𝑡
				∈
				[
				0
				7
				]
			

		
	
.






	
		
	



	
		
		
		
	



	
		
		
		
	








	
		
	



	
		
		
		
	



	
		
		
		
	






















































































































































































































































































































































































































































































































































































	
		
	


	
		
		
	


	
		
		
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
	
	
		
	

Figure 6: Trajectories of five agents in the second instance with admissible bounded initial 
	
		
			
				𝑡
				∈
				[
				0
				3
				.
				2
				]
			

		
	
.









	
		
	



	
		
		
		
	



	
		
		
		
	




	
		
	



	
		
		
		
	



	
		
		
		
		
	



	
		
		
		
		
	



	
		
		
		
		
	





	
		
	



	
		
		
		
	



	
		
		
		
	



	
		
		
		
	



	
		
		
		
	


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
	

Figure 7: Trajectories of five agents in the third instance with admissible bounded initial 
	
		
			
				𝑡
				∈
				[
				0
				5
				]
			

		
	
.







	
		
	



	
		
		
	



	
		
		
	



	
		
		
	




	
		
	



	
		
		
	



	
		
		
		
	



	
		
		
		
	






	
		
	



	
		
		
	



	
		
		
	































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	

Figure 8: Relative motions in the third instance with admissible bounded initial 
	
		
			
				𝑡
				∈
				[
				0
				5
				]
			

		
	
.


5.4. Forth Example
For a network with five nodes and nine edges, whose topology is shown in Figure 3, the eigenvalues of the Laplacian matrices for the two graphs are 
	
		
			
				𝜆
				(
				𝐺
			

			

				3
			

			
				)
				=
				{
				0
				,
				0
				.
				7
				,
				0
				.
				5
				8
				,
				0
				.
				6
				,
				0
				.
				8
				}
			

		
	
 and  
								
	
 		
 			
				(
				2
				9
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				𝐸
				=
				0
				1
				0
				−
				5
				2
				0
				0
				0
				0
				𝐴
				=
				7
				.
				4
				1
				9
				7
				0
				.
				1
				5
				2
				0
				1
				0
				.
				5
				9
				9
				4
				1
				.
				4
				8
				4
				1
				0
				1
				0
				1
				𝐵
				𝐾
			

			

				2
			

			
				=
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				.
				1
				4
				0
				0
				7
				0
				0
				0
				0
			

		
	

							In this example, 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 is critically stable with slow subsystem eigenvalues 
	
		
			
				±
				2
				𝑖
			

		
	
, 
	
		
			
				r
				a
				n
				k
				(
				𝐸
				)
				=
				2
				<
				3
			

		
	
 the multiagent system is singular swarm systems, whereas the slow subsystem eigenvalues of 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
 
	
		
			
				(
				𝜆
			

			

				𝑖
			

			
				≠
				0
				)
			

		
	
 are 
	
		
			
				−
				1
				.
				5
				4
				±
				0
				.
				8
				7
				8
				𝑖
			

		
	
, 
	
		
			
				−
				1
				.
				2
				7
				6
				±
				1
				.
				2
				5
				0
				5
				𝑖
			

		
	
, 
	
		
			
				−
				1
				.
				3
				2
				±
				1
				.
				9
				9
				4
				𝑖
			

		
	
, 
	
		
			
				−
				1
				.
				7
				6
				±
				0
				.
				1
				8
				5
				7
				𝑖
			

		
	
 although the the slow subsystem eigenvalues of 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 
	
		
			
				(
				𝜆
			

			

				𝑖
			

			
				≠
				0
				)
			

		
	
 is critically stable and the system matches the conditions of Theorem 25. It is asymptotically swarm stable and they achieve consensus with the consensus function is time varying. Figure 9 shows the five trajectories of the agents in the three-dimensional space. 
	
		
			

				∗
			

		
	
 is the starting positions of agents.





	
		
	



	
		
		
	



	
		
		
	






	
		
	



	
		
		
	



	
		
		
	






	
		
	



	
		
	



	
		
		
	



	
		
		
	


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































	
		
	
	
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	

Figure 9: Trajectories of five agents in the forth instance with admissible bounded initial 
	
		
			
				𝑡
				∈
				[
				0
				7
				]
			

		
	
.


5.5. Fifth Example
For a network with three nodes and four edges, whose topology is shown in Figure 1, the eigenvalues of the Laplacian matrices for the two graphs are 
	
		
			
				𝜆
				(
				𝐺
			

			

				1
			

			
				)
				=
				{
				0
				,
				0
				.
				4
				5
				4
				5
				,
				0
				.
				6
				9
				}
			

		
	
 and
								
	
 		
 			
				(
				3
				0
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				𝐸
				=
				0
				1
				8
				2
				1
				0
				−
				5
				2
				6
				1
				1
				−
				1
				−
				2
				−
				4
				−
				8
				8
				0
				0
				−
				1
				−
				2
				−
				4
				−
				2
				2
				0
				0
				0
				0
				0
				0
				0
				0
				0
				0
				0
				0
				0
				𝐵
				𝐾
			

			

				2
			

			
				=
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				,
				𝐴
				=
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				.
				−
				1
				−
				4
				−
				5
				4
				5
				−
				6
				−
				2
				0
				7
				4
				8
				0
				−
				5
				−
				2
				−
				2
				8
				−
				2
				0
				0
				−
				8
				−
				1
				−
				5
				2
				−
				2
				0
				0
				0
				0
				0
				0
				0
				0
				0
				0
				0
				0
				0
				1
				.
				2
				8
				1
				7
				−
				7
				.
				6
				5
				5
				8
				−
				1
				9
				.
				2
				8
				0
				7
				−
				1
				.
				3
				5
				8
				0
				−
				2
				.
				1
				4
				3
				9
				−
				7
				.
				6
				5
				2
				2
				3
				.
				1
				8
				9
				0
				−
				8
				.
				7
				8
				1
				6
				−
				5
				4
				.
				2
				0
				0
				9
				−
				4
				5
				.
				3
				8
				4
				0
				1
				9
				.
				6
				0
				2
				0
				−
				4
				.
				2
				2
				4
				0
				−
				1
				1
				.
				1
				7
				7
				3
				0
				.
				6
				9
				2
				2
				−
				9
				.
				5
				1
				6
				0
				−
				3
				4
				.
				5
				7
				8
				3
				1
				5
				.
				7
				5
				5
				9
				1
				.
				6
				5
				4
				6
				−
				0
				.
				0
				7
				8
				8
				1
				.
				0
				4
				3
				5
				2
				.
				3
				7
				7
				0
				−
				1
				3
				.
				6
				6
				7
				2
				1
				.
				4
				2
				6
				1
				−
				1
				.
				7
				9
				8
				8
				2
				1
				−
				2
				4
				4
				2
				2
				6
				8
				8
				5
				5
			

		
	

In this example, 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 is critically stable with slow subsystem eigenvalues 
	
		
			
				±
				1
				.
				5
				7
				7
				3
				𝑖
			

		
	
, 
	
		
			
				±
				3
				.
				2
				0
				5
				7
				𝑖
			

		
	
, 
	
		
			
				r
				a
				n
				k
				(
				𝐸
				)
				=
				4
				<
				6
			

		
	
 the multiagent system is singular swarm systems, whereas the slow subsystem eigenvalue of 
	
		
			
				(
				𝐸
				,
				𝐴
				+
				𝜆
			

			

				𝑖
			

			
				𝐵
				𝐾
			

			

				2
			

			

				)
			

		
	
 
	
		
			
				(
				𝜆
			

			

				𝑖
			

			
				≠
				0
				)
			

		
	
 are 
	
		
			
				−
				1
				.
				0
				9
				9
				8
				±
				1
				.
				0
				7
				5
				8
				𝑖
			

		
	
, 
	
		
			
				−
				0
				.
				5
				1
				5
				8
				±
				4
				.
				1
				0
				6
				4
				𝑖
			

		
	
, 
	
		
			
				−
				1
				.
				7
				0
				7
				3
				±
				0
				.
				6
				3
				7
				0
				𝑖
			

		
	
, 
	
		
			
				−
				0
				.
				7
				4
				5
				5
				±
				4
				.
				4
				6
				6
				8
				𝑖
			

		
	
, the slow subsystem eigenvalues of 
	
		
			
				(
				𝐸
				,
				𝐴
				)
			

		
	
 
	
		
			
				(
				𝜆
			

			

				𝑖
			

			
				≠
				0
				)
			

		
	
 is critically stable and the system matches the  conditions of Theorem 25. It is asymptotically swarm stable and they achieve consensus with the consensus function is time varying. Figure 10, shows the trajectories of the 
	
		
			

				𝑖
			

		
	
th agent’s state 
	
		
			
				[
				𝑥
			

			
				𝑖
				1
			

			
				,
				𝑥
			

			
				𝑖
				2
			

			
				,
				𝑥
			

			
				𝑖
				3
			

			
				,
				𝑥
			

			
				𝑖
				4
			

			
				,
				𝑥
			

			
				𝑖
				5
			

			
				,
				𝑥
			

			
				𝑖
				6
			

			

				]
			

			

				𝑇
			

		
	
. 
	
		
			

				∗
			

		
	
 is the starting positions of agents. 







	
		
	



	
		
	



	
		
		
	





	
		
	



	
		
		
	



	
		
		
	






	
		
	



	
		
		
	



	
		
		
	



	
		
		
	







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































	
		
	
	
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
			
			
		
		
			
		
		
			
		
		
			
			
		
		
			
			
		
		
			
		
		
			
		
		
			
		
		
			
			
		
		
			
			
		
		
			
		
		
			
		
		
			
		
		
			
			
		
		
			
			
			
		
		
			
		
		
			
		
		
			
			
		
		
			
			
		
		
			
		
	

(a)





	
		
	



	
		
		
	



	
		
		
	



	
		
		
	





	
		
	



	
		
		
	



	
		
		
	





	
		
	



	
		
		
	



	
		
		
	




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
	
	
		
		
	


	
		
			
			
		
		
			
		
		
			
		
		
			
			
		
		
			
			
		
		
			
		
		
			
		
		
			
		
		
			
			
		
		
			
			
		
		
			
		
		
			
		
		
			
		
		
			
			
		
		
			
		
		
			
		
		
			
			
		
		
			
			
		
		
			
		
	

(b)
Figure 10: Trajectories of three agent’s 
	
		
			
				[
				𝑥
			

			
				𝑖
				1
			

			
				,
				𝑥
			

			
				𝑖
				2
			

			
				,
				𝑥
			

			
				𝑖
				3
			

			
				,
				𝑥
			

			
				𝑖
				4
			

			
				,
				𝑥
			

			
				𝑖
				5
			

			
				,
				𝑥
			

			
				𝑖
				6
			

			

				]
			

		
	
 in the fifth instance with admissible bounded initial.


6. Conclusions
 The swarm stability problem of high-order LTI singular multiagent systems was solved through a method based on generalized inverse theory. Consensus is regarded as a specific type of swarm stability. The model considered in this paper is more general than the one in [18], and most of LTI homogeneous normal or singular multiagent system models appeared in the literature are specific cases of this one. A necessary and sufficient condition for swarm stability was presented via analyzing of the solution of the singular multiagents systems with the Drazin inverse theory. Swarm stability is a kind of nonequilibrium stability. Meanwhile Simulation results for reaching consensus are presented. From the simulation we can get that if the agent system can accept nonadmissible initial bounded value, the multiagent systems can be swarm stability with any initial bounded value.
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