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Abstract. 
Displacement prediction of tunnel surrounding rock plays an important role in safety monitoring and quality control tunnel construction. In this paper, two methodologies, support vector machines (SVM) and artificial neural network (ANN), are introduced to predict tunnel surrounding rock displacement. Then the two modes are texted with the data of Fangtianchong tunnel, respectively. The comparative results show that solutions gained by SVM seem to be more robust with a smaller standard error compared to ANN. Generally, the comparison between artificial neural network (ANN) and SVM shows that SVM has a higher accuracy prediction than ANN. Results also show that SVM seems to be a powerful tool for tunnel surrounding rock displacement prediction.
 

1. Introduction
Limited by geographic condition, digging method, and many other factors, the loading features of tunnel construction are extremely complicated. As a result, the displacement of tunnel surrounding rock has random variations. Although the conditions of tunnel surrounding field monitoring could be gained by field monitoring, the field monitor required many resources that could not be afforded by constructors [1, 2]. Meanwhile, tunnel surrounding rock distortion and tunnel lining crack could also lead to the instability of the tunnel during tunnel construction [3]. So it is necessary to estimate the potential tunneling problems as early as possible.
Along with the development of information technologies, a number of intelligent algorithms, such as regression analysis, gray theory, data smoothing processing, time series analysis, and genetic algorithm [4–13], have been applied to predict the displacement of tunnel surrounding rocks [14, 15]. Till now there are many literatures that have studied the displacement prediction of tunnel surrounding rock [16]. Parlos et al. [17] presented a multistep-ahead prediction for the systems of high complexity and a new method that is proved that it could be used to increase the accuracy of prediction relying on a dynamic recurrent neural network. Besides the dynamic model, Cheng et al. [18] also presented a multistep-ahead prediction model, which is not relying on a dynamic recurrent neural network but uses a method based on support vector machine (SVM) to predict and diagnose the type of long-term changes of hydropower structures. In the model, to diagnose the long-term changes of hydropower, a dynamic spline interpolation is established based on a multilayer adaptive time delayed network to ensure the prediction accuracy. In order to solve the nonlinear time series problems, Lee et al. [19] also proposed multistep-ahead model based on article neutral network to improve the robust and accuracy of predicting in solving this type of problems. And, recently, Chevillon et al. [20] proposed that not only the multistep-ahead model, but also the nonparametric direct multistep-ahead model could be used to predict the reliability of surrounding rock and other geographic structures. There are also some other studies that rely on multistep-ahead model to do the predicting [21, 22]. In general, in recent years, there are more and more researchers and institutions, which tend to use the multistep-ahead model to predict the complex internal structures.
Nevertheless, as many researchers stated, the accuracy of the predicting models based on the multistep-ahead model extremely relied on the similarity between the present and previous data. And considering the complexity of internal structure it is almost impossible to gain a large amount of accurate historical data. Therefore, with the unreliable historical data, the predicting results could also become seriously incorrect. Along with the development of intelligent rock mechanics, artificial neural network (ANN) technique is gradually matured and widely used. In recent years, ANN has been successfully applied in the field of tunnel surrounding rock displacement prediction. Meanwhile, thanks to the development of statistical learning theory, support vector machine (SVM), as a new machine learning technology, has drawn much attention in the research area of time series forecasting. Therefore, in the paper, two models, displacement prediction of tunnel surrounding rock based on ANN and displacement prediction of tunnel surrounding rock based on SVM, are presented. And then in order to compare the two models, in the last section the two models are evaluated with data of Fangtianchong tunnel, respectively. If the simple models presented in the paper could be applied to practice in the future, the building security and effectiveness could be definitely improved.
The objectives of this study are to examine and compare the feasibility of applying ANN and SVM to predict tunnel surrounding rock displacement. Thus, this paper is structured as follows: Section 2 provides a brief introduction on ANN and then practices ANN to predict the displacement of tunnel surrounding rock; Section 3 provides a simple introduction of SVM and then applies SVM to predict the displacement of tunnel surrounding rock; at the end of the paper, the conclusions are presented.
2. Artificial Neural Network (ANN) for Tunnel Surrounding Rock Displacement
Artificial neural network (ANN) is considered as one of the most effective tools that could be used to predict nonlinear problems, especially the problem with a real world background [23]. The framework of artificial neural network (ANN) requires it to gain new data constantly; the characteristic of ANN could be used to track even a little variation repeatedly. Besides the advantage, ANN also has the ability to learn from random and noisy data, which the traditional statistical techniques cannot handle very well; the ability could make them solve problems that are often resolved by extremely complex mythologies previously.
While the BP neural network [24] is an ongoing and popular academic area of ANN, which has attracted much attention of the researchers all over the world [1, 25], ANN is a hierarchical feed-forward network, which also consisted of several different layers. During the training BPN would be offered by a series of input or output pattern sets over and over again. Then the network would gradually “learn” the input and output relationship by correcting the weights to mineralize the error between the actual and predicted output patterns of the training set. And the trained network would be inspected through a separate set of data, which is the test set that is used to monitor performance and validity of the model. If there is a minimum in the mean squared error (MSE), network training is completed. As shown in Figure 1, most of the BP neural networks consisted of three layers: input layer, hidden layer, and output layer.







	
		
		
			
		
	




	
		
		
			
		
	




	
		
		
			
		
	







































	
		
			
		
			
		
	


	
		
		
			
		
	


	
		
			
		
			
		
	


	
	
	
	
	


	
	
	
	
	


	
	
	
	
	
	


	
	
	
	
	


	
		
			
		
			
		
		
			
		
	


	
		
			
		
			
		
		
			
		
	


	
	
	
	
	
	


	
	
	
	
	

















Figure 1: The structure of 3-layer BP neural network.


The learning process of BP neural network for predicting tunnel surrounding rock displacement could be described as follows.
(a) Initialize the BP neural network by generating a random number within 
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(b) Input a set of learning samples into the input layer to gain the output set of each unit of hidden layer by the following functions:
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(c) Calculate the output values of the units of the output layer.
The output values could be calculated by the following functions: 
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(d) Calculate the mean squared error (MSE) of each unit of the output layer.
MSE (
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) could be calculated by the following functions:
						
	
 		
 			
				(
				3
				)
			
 		
	

	
		
			

				𝐸
			

			

				𝑘
			

			
				=
				𝐷
			

			

				𝑘
			

			
				−
				𝑌
			

			

				𝑘
			

			

				,
			

		
	

					where 
	
		
			

				𝑌
			

			

				𝑘
			

		
	
 is the output of the training samples.
(e) Calculate the MSE of each unit of the hidden layer (
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(f) Based on the MSE of each unit of the output layer 
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(g) Adjust 
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 is less than the maximum permissible errors, the learning process is complete; if not, go back to Step (a).
3. Support Vector Machines (SVM) for Tunnel Surrounding Rock Displacement
SVM is a type of learning technique that is based on the structural risk minimization principle and whose objective is to minimize an upper bound of generalization error. Based on the text result from several high dimensional linear functions, SVM is shown to have very high generalization ability. Relying on the ability SVM could easily attain relatively more reliable data patterns than the traditional predicting methods. The basic of support vector machine is shown in Figure 2 [26–28].








	
		
		
			
		
	



	
		
		
			
		
	



	
		
		
			
		
	



	
		
			
		
			
		
	



	
		
			
		
			
		
	


	
		
		
			
		
	


	
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	





















Figure 2: The framework of SVM.


The time sequence of tunnel surrounding rock displacement is gained by monitoring. Given time sequence data set 
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        An overall description of the steps of the algorithm based on SVM is shown as follows.
(a) Initialize the BP neural network by generating a random number within 
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(b) Resort the data in an ascending sort. And inspect if there are any infeasible individuals in the set; if so delete the infeasible ones and then move to next step.
(c) In this set, 
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(d) Use competitive complex evolution algorithm, which could be called CCE algorithm, to expand the sets.
(e) A single population, which consisted of the sets provided by the former step (c), should be generated in this step.
(f) If all the conjunction standards are satisfied, then calculating process could be stopped; if not, please move to Step (g).
(g) If the number of the sets is less than 
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4. Case Study
To further analyze and compare the predicting model for tunnel surrounding rock based on SVM and BP neural network, this paper uses the Fangtianchong tunnel of Wuhan-Guangzhou railway as the test bed. DK1658+905 is chosen as the typical section to attain the data of tunnel surrounding rock displacement. And in the case study the paper selects 3 sections, the first section, the second section, and the third section, as the test bed. The measurement frequency should be mentioned; the frequency of this study is decided to be once per day. The data used in this case is collected during the period from October 8 to 14, 2013. The reason why we choose this period to detect the displacement of tunnel surrounding rock is that the rock of Fantianchong is a kind of soft rock, which would be affected by the environment temperature and humidity. And from October 8 to 14 the temperature and humidity around the tunnel are stable and appropriate for detecting based on researching and constructing experiences.
In order to test the two models proposed in the paper, the total data gained by observing is divided into 3 groups, which are the testing samples, training samples, and inspection samples. In the models the 3 groups are used as three sets. The data of training and testing sets are provided by the first and third sections and the data of the inspection set is from the second section of the test bed. In this case, we use root-mean-square error (RMSE) to evaluate the predicting models mentioned in this paper. And RMSE of each day’s predicting results could be gained by the following functions:
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This paper compares the performance of the two models on the same test bed. The results are shown in Figure 3.





































































	
	


	
	


	
	


	
	


	
	


	
	


	


	


	
	


	
	


	
	


	
	


	
	


	
	
	
	


	
	
	


	
		
	
	


	
	
	
	
	
	
	
	
	
	
	


	
		
	
	
	


	
	
	


	
		
	
	
		


	
	
	















Figure 3: Comparison between the prediction results among observations, SVM, and ANN.


The predicting errors of SVM and ANN are shown in Figure 3; it is obvious that the errors of SVM models are much smaller than that of the model based on ANN. The comparative results show that solutions attained by SVM are more robust with a smaller standard error compared to ANN. As shown in Figure 4, with time the variations between the predicting results of ANN and the actual displacement value are small. However, the variations between the predicting results of SVM and the actual displacement value keep to be random and not in order. So it could be concluded that the structural risk minimization principle to minimize the generalization error is used by SVM, and the empirical risk minimization principle to minimize the training error is used by BP neural network. Besides, the method based on SVM tends to search for a global solution while that of BP neural network tends to fall in a certain local optimal solution. However, the predicting speed of ANN is much quicker than that of SVM. Based on our tests, the running time of the method based on SVM is about twice as much as the running time of ANN. The difference is mainly caused by the framework of SVM, which is a little more complex than the structure of ANN. Thus in the real world it is more acceptable to adapt to SVM techniques to predict the future displacements if you prefer a more accurate prediction, but if it is emergency it could be better to rely on ANN, whose speed is quicker and errors are acceptable.


















































	
	


	
	


	
	


	
	


	
	


	
	


	
	


	
	


	
	


	
	


	
	


	
	


	
	
	
	


	
	
	




	
	
	


	
	
		
	
		


	
	
	
















Figure 4: Comparison between the predicting errors of SVM and ANN.


5. Conclusions
Considering the potential danger that could be caused by tunnel surrounding rock displacement, it is important and necessary to have a relatively accurate and in time prediction of the displacement. Therefore, in this paper, two methodologies, support vector machines (SVM) and artificial neural network (ANN), are introduced to predict tunnel surrounding rock displacement. To compare the two models the data of Fangtianchong tunnel are applied to test the two, respectively. In general, the comparison between artificial neural network (ANN) and SVM shows that SVM has higher accuracy prediction than ANN. But the predicting speed of ANN is much quicker than that of SVM. Thus, SVM can be a potential and accurate tool for tunnel surrounding rock displacement prediction, but if it is emergency it could be better to rely on ANN, whose speed is quicker and errors are acceptable.
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