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Abstract. 
An enhanced two-step method via relaxed order of satisfactory degrees for fuzzy multiobjective optimization is proposed in this paper. By introducing the concept of fuzzy numbers and 
	
		
			

				𝛼
			

		
	
-level set theory, fuzzy parameters are taken as variables, and all the objectives are transformed into fuzzy goals involving three fuzzy relations. The order of 
	
		
			

				𝛼
			

		
	
-satisfactory degrees which means the objectives with higher priority achieving higher satisfactory degree is applied to model preemptive priority requirement. This strict order constraint is relaxed by priority variable to find the preferred solution satisfying optimization and priority. The original optimization problem is divided into two steps to be solved iteratively. The M-
	
		
			

				𝛼
			

		
	
-Pareto optimality of the solution is ensured, and the satisfactory solution can be acquired by regulating the slack parameter 
	
		
			
				Δ
				𝛿
			

		
	
 or changing 
	
		
			

				𝛼
			

		
	
. The numerical examples demonstrate the power of the proposed method.


1. Introduction
In recent years, Multiobjective Optimization (MOO) problem has become more and more obvious and important in production and economy, where multiple objectives are conflicting, noncommensurable, and imprecise. Many researchers are interested in its study and development [1–4]. In the real world, MOO problem often takes place in uncertain environment [5, 6]. In the early works, research on randomness is devoted to uncertainty [7, 8]. However, there is a qualitatively different type of imprecision which cannot be equated with probability. Therefore, it may lead to a fuzzy understanding for Decision Maker (DM) to the optimization problem [9, 10]. For example, the goals or parameters of the objectives and constraints are not known precisely in vague environment. Either the perspective goals are given by imprecise DM’s judgment or the parameters cannot be determined accurately. Therefore, fuzzy set theory is introduced to represent uncertainty [10–12], where the targets or parameters are modeled using membership functions. Such a MOO problem is called Fuzzy Multiobjective Optimization (FMOO) problem [13, 14]. Its research includes different types of FMOO and different preferences [15].
In MOO problem, the final solution is usually dependent upon DM’s preference which refers to the opinion of DM concerning points in criterion space. According to the way that DM articulates or incorporates, preference is categorized into prior, posterior, and progressive articulation. Wherein, importance is the commonly prior articulation of preference. In real life, especially for FMOO problem, importance has become the most interesting preference and has attracted many researchers [16, 17]. It represents the opinion of DM for different objectives and is given by DM in advance. In order to get the preferred result, analyzer needs to model the importance preference mathematically. Generally, weighted method is a traditional strategy about importance, where a scalar criterion is formulated based on 
	
		
			

				𝑝
			

		
	
-norm 
	
		
			
				(
				1
				≤
				𝑝
				≤
				∞
				)
			

		
	
 [18]. As a special case of importance, preemptive priority requirement is used frequently in practice. It means that all the objectives are classified into the different levels according to DM’s requirement, and then they are optimized step by step. Being the most conventional strategy, the lexicographic method requires that multiple subproblems consisting of different objectives are solved in lexicographic order [19, 20]. However, this may lead to heavy computation burden. Even degenerative optimization may happen when some objectives with higher priority have obtained the optimum result but the remained ones are not optimized since the solution keeps identical. Thus, Chen and Tsai [21] propose the principle that the objectives with higher priority should have higher satisfactory degree to model the preemptive priority by means of fuzzy theory. Although the multistep optimization procedure is avoided, the satisfactory even feasible solution may not exist because the priority order constraints are too strict. In order to guarantee the feasibility of optimization, Aköz and Petrovic [22] use fuzzy binary relations to represent imprecise priority; however, they only consider the inequality fuzzy relations. In addition, Hu and Li [23] present enhanced interactive satisfying optimization method via goal programming, and Li et al. [24] also design generalized varying-domain optimization approach. Nevertheless, the nonlinearity of the original problem is strengthened, and the more optimization variables are introduced in their methods. This increases computation burden. Therefore, Li and Hu [25] propose a two-step satisfactory method for FMOO to acquire the satisfactory solution.
Usually, FMOO problem includes two cases: MOO with fuzzy goals and MOO with fuzzy parameters. Although the original research is resulted from fuzzy goals [10], actually, more and more FMOO problems are mainly oriented from fuzzy parameters. Fuzzy parameters of the constraints will influence the feasible field, and fuzzy parameters of the objectives will decide the optimization result. So they produce more complicated optimization problem than MOO with fuzzy goals. This requires DM to participate in the optimization procedure to provide more information, which brings about more difficulty to obtain the preferred solution. Therefore, more researchers focus on progressive articulation of preference in MOO with fuzzy parameters such that different interactive methods [14, 26] are studied. Nevertheless, finding the preferred solution becomes more difficult when priority preference is required. The above early works [19, 25] about priority only adapt to MOO with fuzzy goals, and they are not applied directly to fuzzy parameters. For example, in [25], we have proposed the two-step satisfactory method to handle preemptive priority requirement using relaxed priority constraints. But it only considers the case that the goals are vague. The uncertain objective functions and constraints (i.e., feasible field) that resulted from fuzzy parameters are not involved. This leads to that the previous method cannot be used to solve the MOO model with fuzzy parameters. Moreover, the optimality of solution is not guaranteed for the approach in [25], where there may exist the weak M-Pareto optimal solution. This probably leads to the unreasonable optimization result.





In this paper, the MOO problem with fuzzy parameters and preemptive priority is concerned where fuzzy parameters have possibilistic distributions. The two-step satisfactory method in [25] is introduced and enhanced. Fuzzy parameters are treated as fuzzy numbers. Using the concept of 
	
		
			

				𝛼
			

		
	
-level set, fuzzy parameters are defined as variables, and all the objectives are regarded as fuzzy goals including three types of fuzzy relations. Then the FMOO problem using 
	
		
			

				𝛼
			

		
	
-level sets is formulated into an 
	
		
			

				𝛼
			

		
	
-FMOO problem. For preemptive priority requirement, the relaxed order of 
	
		
			

				𝛼
			

		
	
-satisfactory degrees denoting that the objective with higher priority achieves the higher 
	
		
			

				𝛼
			

		
	
-satisfactory degree is applied. Moreover, the original FMOO problem is reformulated into two models, that is, the preliminary optimization model and the priority model. The two models are solved iteratively. The solution of the first model, that is, 
	
		
			

				𝛼
			

		
	
-maximum overall satisfactory degree, is obtained, and then it is decreased in the second model for balance between optimization and priority. In addition, the value of 
	
		
			

				𝛼
			

		
	
 also influences the final result and helps to find the optimum value. Thus, the satisfactory solution can be acquired by relaxing 
	
		
			

				𝛼
			

		
	
-maximum overall satisfactory degree or changing 
	
		
			

				𝛼
			

		
	
, where the M-
	
		
			

				𝛼
			

		
	
-Pareto optimality of the solution is ensured by means of test model. With our method, DM can easily get the preferred result.
In this paper, Section 2 describes MOO problem with fuzzy parameters and preemptive priority requirement. The enhanced two-step method via relaxed order of 
	
		
			

				𝛼
			

		
	
-satisfactory degrees is proposed in Section 3. Section 4 demonstrates its power by the numerical examples. In Section 5 the conclusion is drawn.
2. 
	
		
			

				𝛼
			

		
	
-FMOO with Preemptive Priority
2.1. MOO with Fuzzy Parameters
In practice, the possible values about the parameters of the objectives or constraints are often considered to be imprecise since they often involve the ambiguity of DM’s understanding of the real system. These parameters are called fuzzy parameters. Then the MOO problem with fuzzy parameters is described in the following [14, 27]: 
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 denote fuzzy parameter vectors. Usually, they are characterized as the fuzzy numbers [14, 27]. It is reasonable to treat a real fuzzy number as a convex continuous fuzzy subset. There are usually various kinds of membership functions for fuzzy numbers. All of them are continuously mapping, monotonously increasing or decreasing. For example, fuzzy number 
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 is shown in Figure 1.



	
		
		
			
		
	


	
		
		
			
		
	






	
		
			
		
	






	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	


	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	















Figure 1: Fuzzy number 
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Its membership function is written as
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 are taken as the decision variables about 
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.
Since fuzzy parameters will bring about or increase the imprecise nature of DM’s judgment about the goals of the objectives, they will result in the fuzzy goals under an 
	
		
			

				𝛼
			

		
	
-level set. Therefore, DM can give their implicit targets to the objectives. The fuzzy decision is presented as [10, 20, 26]
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” denotes three types of fuzzy relations, that is, “
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” (fuzzy maximization), and “
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.
In this paper, the conventional linear triangle-like membership functions are adopted to define fuzzy goals of the objective functions with different fuzzy relations. For 
	
		
			
				(
				𝐚
				,
				𝐛
				)
				∈
				(
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				)
			

			

				𝛼
			

		
	
, the membership function under 
	
		
			

				𝛼
			

		
	
-level set is called 
	
		
			

				𝛼
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-satisfactory degree of the fuzzy objective.
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Figure 2: 
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-Membership function 
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. Equation (6) is its 
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-membership function. Figure 3 illustrates the graph of this fuzzy relation:
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Figure 3: 
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Figure 4: 
	
		
			

				𝛼
			

		
	
-Membership function 
	
		
			

				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				(
				𝐱
				,
				𝐚
			

			

				𝑖
			

			

				)
			

		
	
 for fuzzy relation “
	
		
			

				∼
			

			

				=
			

		
	
”.


Introducing the 
	
		
			

				𝛼
			

		
	
-membership functions of fuzzy goals into (4), FMOO problem is reformulated into the following 
	
		
			

				𝛼
			

		
	
-FMOO problem:
								
	
 		
 			
				(
				8
				)
			
 		
	

	
		
			
				m
				a
				x
				𝜇
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
			

			
				
				,
				𝜇
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				,
				…
				,
				𝜇
			

			

				𝑓
			

			

				𝑘
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑘
			

			

				
			

			

				s
			

			

				.
			

			

				t
			

			
				
				.
				𝐱
				∈
				𝐺
				(
				𝐛
				)
				=
				𝐱
				∣
				𝑔
			

			

				𝑗
			

			
				
				𝐱
				,
				𝐛
			

			

				𝑗
			

			
				
				
				
				≤
				0
				,
				𝑗
				=
				1
				,
				…
				,
				𝑚
				(
				𝐚
				,
				𝐛
				)
				∈
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				
			

			

				𝛼
			

			

				.
			

		
	

For general MOO or MOO under 
	
		
			

				𝛼
			

		
	
-level set, there is usually Pareto or 
	
		
			

				𝛼
			

		
	
-Pareto optimality of the solution [14, 28]. Correspondingly, the definition of M-
	
		
			

				𝛼
			

		
	
-Pareto optimality for 
	
		
			

				𝛼
			

		
	
-FMOO problem (8) is given.
Definition 1 (M-
	
		
			

				𝛼
			

		
	
-Pareto optimal solution see [27]). A point 
	
		
			

				𝐱
			

			

				∗
			

			
				∈
				𝐺
				(
				𝐛
			

			

				∗
			

			

				)
			

		
	
, where 
	
		
			
				(
				𝐚
			

			

				∗
			

			
				,
				𝐛
			

			

				∗
			

			
				)
				∈
				(
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				)
			

			

				𝛼
			

		
	
, is M-
	
		
			

				𝛼
			

		
	
-Pareto optimal solution if and only if there does not exit another solution 
	
		
			
				𝐱
				∈
				𝐺
				(
				𝐛
				)
			

		
	
 and 
	
		
			
				(
				𝐚
				,
				𝐛
				)
				∈
				(
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				)
			

			

				𝛼
			

		
	
, such that 
	
		
			

				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				(
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				)
				≥
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				(
				𝐱
			

			

				∗
			

			
				,
				𝐚
			

			

				𝑖
			

			

				)
			

		
	
 for all 
	
		
			

				𝑖
			

		
	
,
	
		
			
				(
				𝑖
				=
				1
				,
				…
				,
				𝑘
				)
			

		
	
 and 
	
		
			

				𝜇
			

			

				𝑓
			

			

				ℎ
			

			
				(
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				)
				>
				𝜇
			

			

				𝑓
			

			

				ℎ
			

			
				(
				𝐱
			

			

				∗
			

			
				,
				𝐚
			

			

				𝑖
			

			

				)
			

		
	
 for at least one 
	
		
			

				ℎ
			

		
	
, 
	
		
			
				ℎ
				∈
				{
				1
				,
				…
				,
				𝑘
				}
			

		
	
.Similarly, we can define the concept of Weak M-
	
		
			

				𝛼
			

		
	
-Pareto optimal solution.
Definition 2 (weak M-
	
		
			

				𝛼
			

		
	
-Pareto optimal solution). A point, 
	
		
			

				𝐱
			

			

				∗
			

			

				∈
			

			

				G
			

			
				(
				𝐛
			

			

				∗
			

			

				)
			

		
	
, where 
	
		
			
				(
				𝐚
			

			

				∗
			

			
				,
				𝐛
			

			

				∗
			

			
				)
				∈
				(
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				)
			

			

				𝛼
			

		
	
, is weak M-
	
		
			

				𝛼
			

		
	
-Pareto optimal solution if and only if there does not exit another solution 
	
		
			
				𝐱
				∈
			

			

				G
			

			
				(
				𝐛
				)
			

		
	
 and 
	
		
			
				(
				𝐚
				,
				𝐛
				)
				∈
				(
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				)
			

			

				𝛼
			

		
	
, such that 
	
		
			

				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				(
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				)
				>
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				(
				𝐱
			

			

				∗
			

			
				,
				𝐚
			

			

				𝑖
			

			

				)
			

		
	
 for all 
	
		
			

				𝑖
			

		
	
, 
	
		
			
				(
				𝑖
				=
				1
				,
				…
				,
				𝑘
				)
			

		
	
.
2.2. Preemptive Priority
In real MOO problem, preemptive priority requirement is generally described using linguistic form. For example, suppose the priority of the objective 
	
		
			

				𝑓
			

			

				𝑠
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				𝑠
			

			

				)
			

		
	
 is higher than that of 
	
		
			

				𝑓
			

			

				𝑠
			

			

				′
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				𝑠
			

			

				′
			

			

				)
			

		
	
, 
	
		
			
				(
				𝑠
				,
				𝑠
			

			

				
			

			
				∈
				{
				1
				,
				…
				,
				𝑘
				}
				,
			

			

				s
			

			

				≠
			

			

				s
			

			

				
			

			

				)
			

		
	
. That is, 
	
		
			

				𝑓
			

			

				𝑠
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				𝑠
			

			

				)
			

		
	
 should be optimized before 
	
		
			

				𝑓
			

			

				𝑠
			

			

				′
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				𝑠
			

			

				′
			

			

				)
			

		
	
. Thus, we can see that preemptive priority has stricter requirement than common importance. It usually requires that all the objectives must be optimized in sequence according to their importance. This means that the objectives with the highest priority must be satisfied firstly, and then the other objectives having the lower priority are considered based on the obtained results. Therefore, all the objectives need to be grouped according to their priority, where there will be different levels including one or several objectives. Consequently, the 
	
		
			

				𝛼
			

		
	
-FMOO problem with preemptive priority can be formulated as follows [25]:
								
	
 		
 			
				(
				9
				)
			
 		
	

	
		
			
				
				𝑃
				m
				a
				x
			

			

				1
			

			
				
				𝜇
			

			

				𝑓
			

			
				1
				1
			

			
				
				𝐱
				,
				𝐚
			

			
				1
				1
			

			
				
				,
				…
				,
				𝜇
			

			

				𝑓
			

			
				1
				𝑙
				1
			

			
				
				𝐱
				,
				𝐚
			

			
				1
				𝑙
			

			

				1
			

			
				𝑃
				
				
				,
				…
				,
			

			

				𝐿
			

			
				
				𝜇
			

			

				𝑓
			

			
				𝐿
				1
			

			
				
				𝐱
				,
				𝐚
			

			
				𝐿
				1
			

			
				
				,
				…
				,
				𝜇
			

			

				𝑓
			

			
				𝐿
				𝑙
				𝐿
			

			
				
				𝐱
				,
				𝐚
			

			
				𝐿
				𝑙
			

			

				𝐿
			

			
				
				
				
			

			

				s
			

			

				.
			

			

				t
			

			
				
				.
				𝐱
				∈
				𝐺
				(
				𝐛
				)
				=
				𝐱
				∣
				𝑔
			

			

				𝑗
			

			
				
				𝐱
				,
				𝐛
			

			

				𝑗
			

			
				
				
				
				≤
				0
				,
				𝑗
				=
				1
				,
				…
				,
				𝑚
				(
				𝐚
				,
				𝐛
				)
				∈
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				
			

			

				𝛼
			

			

				,
			

		
	

							where 
	
		
			

				𝑃
			

			

				𝑖
			

			
				,
				(
				𝑖
				=
				1
				,
				…
				,
				𝐿
				)
			

		
	
 is the priority factor and 
	
		
			

				𝑃
			

			

				𝑖
			

			
				>
				>
				𝑃
			

			
				𝑖
				+
				1
			

		
	
. This means the objectives belonging to 
	
		
			

				𝑃
			

			

				𝑖
			

		
	
 have higher priority than those of 
	
		
			

				𝑃
			

			
				𝑖
				+
				1
			

		
	
. 
	
		
			

				𝑓
			

			
				𝑖
				1
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			
				𝑖
				1
			

			
				)
				,
				…
				,
				𝑓
			

			
				𝑖
				𝑙
			

			

				𝑖
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			
				𝑖
				𝑙
			

			

				𝑖
			

			

				)
			

		
	
 represent the objectives belonging to 
	
		
			

				𝑖
			

			
				t
				h
			

		
	
 priority level.
3. Enhanced Two-Step Method via Relaxed Order of 
	
		
			

				𝛼
			

		
	
-Satisfactory Degrees
3.1. Relaxed Order of 
	
		
			

				𝛼
			

		
	
-Satisfactory Degrees
For (9), the traditional strategy is lexicographic optimization [20] whose multistep optimization procedure may result in complex computation even degenerative optimization. According to Chen and Tsai [21], the objective with higher priority should have higher satisfactory degree, by which priority can be presented as the order of satisfactory degrees. It can convert the multistep optimization into a single formulation. This strategy not only adapts to general FMOO but also can be used to 
	
		
			

				𝛼
			

		
	
-FMOO. For the example about priority in Section 2.2, “
	
		
			

				𝑓
			

			

				𝑠
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				𝑠
			

			

				)
			

		
	
 has the higher priority than 
	
		
			

				𝑓
			

			

				𝑠
			

			

				′
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				𝑠
			

			

				′
			

			

				)
			

		
	
,” we can get that the former has the higher 
	
		
			

				𝛼
			

		
	
-satisfactory degree than the latter. Then the preemptive priority requirement is modeled into the following order of 
	
		
			

				𝛼
			

		
	
-satisfactory degrees:
								
	
 		
 			
				(
				1
				0
				)
			
 		
	

	
		
			

				𝜇
			

			

				𝑓
			

			
				𝑠
				′
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			

				′
			

			
				
				≤
				𝜇
			

			

				𝑓
			

			

				𝑠
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			
				
				,
				𝑠
				,
				𝑠
			

			

				
			

			
				∈
				{
				1
				,
				…
				,
				𝑘
				}
				,
				𝑠
				≠
				𝑠
			

			

				
			

			
				
				,
				(
				𝐚
				,
				𝐛
				)
				∈
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				
			

			

				𝛼
			

			

				.
			

		
	

However, the order (10) is too strict. If it is taken as the constraint, the satisfactory even feasible solution maybe cannot be obtained. In addition, the priority difference between the objectives cannot be quantified from (10). This means that the priority requirement may not be reflected accurately when the 
	
		
			

				𝛼
			

		
	
-satisfactory degrees are the same. Thus, the new priority formulation in [25], “
	
		
			

				𝜇
			

			

				𝑓
			

			
				𝑠
				′
			

			
				(
				𝐱
				)
				−
				𝜇
			

			

				𝑓
			

			

				𝑠
			

			
				(
				𝐱
				)
				≤
				𝛾
			

		
	
,” is adopted, where the priority variable 
	
		
			

				𝛾
			

		
	
, 
	
		
			
				(
				−
				1
				≤
				𝛾
				≤
				1
				)
			

		
	
 is introduced to relax strict comparison between the satisfactory degrees. For MOO with fuzzy parameters, this formulation is improved to relax the order of 
	
		
			

				𝛼
			

		
	
-satisfactory degrees. Then the enhanced preemptive priority is reformulated as follows:
								
	
 		
 			
				(
				1
				1
				)
			
 		
	

	
		
			

				𝜇
			

			

				𝑓
			

			
				𝑠
				′
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			

				′
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				𝑠
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			
				
				≤
				𝛾
				,
				𝑠
				,
				𝑠
			

			

				
			

			
				∈
				{
				1
				,
				…
				,
				𝑘
				}
				,
				𝑠
				≠
				𝑠
			

			

				
			

			
				
				,
				(
				𝐚
				,
				𝐛
				)
				∈
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				
			

			

				𝛼
			

			

				.
			

		
	

							When 
	
		
			
				𝛾
				≤
				0
			

		
	
, (11) denotes that the relaxed order of 
	
		
			

				𝛼
			

		
	
-satisfactory degrees conforms to the basic preemptive priority order. It is noted that 
	
		
			
				𝛾
				=
				0
			

		
	
 is a special case where priority of all the objectives will be the same. On the contrary, the priority requirement will be violated if 
	
		
			
				𝛾
				>
				0
			

		
	
. By (11), priority difference can be quantified.
3.2. Enhanced Two-Step Method
3.2.1. The First Step
In MOO problem, optimization and priority requirements need to be balanced. Therefore, the two-step satisfactory method [25] is introduced. However, fuzzy parameters and three types of fuzzy relations are considered in this paper. This is significantly different from [25] which only focuses on fuzzy goals with the relation of fuzzy minimization. Therefore, the original two-step method needs a great improvement. In this paper, by means of 
	
		
			

				𝛼
			

		
	
-level set of fuzzy parameters (3) and the relaxed order of 
	
		
			

				𝛼
			

		
	
-satisfactory degrees (11), 
	
		
			

				𝛼
			

		
	
-FMOO problem with preemptive priority (9) is divided into two models which consist of the preliminary optimization model and the priority model. They will be solved iteratively.
The purpose of the preliminary optimization model is to optimize all the objectives simultaneously as much as possible regardless of priority. Thus, the first step is to construct and solve the preliminary optimization model. Based on max-min decision, the preliminary optimization model is presented in the following:
										
	
 		
 			
				(
				1
				2
				)
			
 		
	

	
		
			
				m
				a
				x
				𝜆
			

			

				s
			

			

				.
			

			

				t
			

			
				.
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				
				𝜇
				≥
				𝜆
				,
				𝑖
				=
				1
				,
				…
				,
				𝑘
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				
				
				≤
				1
				𝐱
				∈
				𝐺
				(
				𝐛
				)
				=
				𝐱
				∣
				𝑔
			

			

				𝑗
			

			
				
				𝐱
				,
				𝐛
			

			

				𝑗
			

			
				
				
				
				≤
				0
				,
				𝑗
				=
				1
				,
				…
				,
				𝑚
				(
				𝐚
				,
				𝐛
				)
				∈
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				
			

			

				𝛼
			

			

				,
			

		
	

									where 
	
		
			

				𝜆
			

		
	
 is called 
	
		
			

				𝛼
			

		
	
-overall satisfactory degree. It is equal to the minimum 
	
		
			

				𝛼
			

		
	
-satisfactory degree of all the objectives when preference is not considered. According to max-min decision, the optimal solution of (12) 
	
		
			

				𝜆
			

			

				∗
			

		
	
 is the maximum value of 
	
		
			

				𝛼
			

		
	
-overall satisfactory degree which denotes that all the objectives are optimized fully. Therefore, it is called 
	
		
			

				𝛼
			

		
	
-maximum overall satisfactory degree, and it will be treated as the given condition of the next step optimization.
3.2.2. The Second Step
On basis of the first step, we have to consider preemptive priority requirement. Consequently, the priority model is constructed to balance optimization and the priority order in the second step. After solving (12), the feasible field of original 
	
		
			

				𝛼
			

		
	
-FMOO has become very small. In order to acquire more potential solutions satisfying priority requirement, it is necessary to enlarge the decreased feasible field by the following equations:
										
	
 		
 			
				(
				1
				3
				)
			
 		
	

	
		
			

				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				
				≥
				𝜆
			

			

				∗
			

			
				−
				Δ
				𝛿
				,
				𝑖
				=
				1
				,
				…
				,
				𝑘
				,
			

		
	

									where 
	
		
			
				Δ
				𝛿
				(
				Δ
				𝛿
				≥
				0
				)
			

		
	
 is slack parameter, by which the 
	
		
			

				𝛼
			

		
	
-maximum overall satisfactory degree 
	
		
			

				𝜆
			

			

				∗
			

		
	
 can be decreased. This means that there will be more solutions if the constraint (13) is relaxed. Then DM can choose the most satisfactory solution from the new field.
For realizing preemptive priority requirement, the relaxed order of 
	
		
			

				𝛼
			

		
	
-satisfactory degrees (11) is taken as a new constraint. Combining the original system constraints of (4), the priority model is constructed as follows:
										
	
 		
 			
				(
				1
				4
				)
			
 		
	

	
		
			
				m
				i
				n
				𝛾
			

			

				s
			

			

				.
			

			

				t
			

			
				.
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				
				≥
				𝜆
			

			

				∗
			

			
				𝜇
				−
				Δ
				𝛿
				,
				𝑖
				=
				1
				,
				…
				,
				𝑘
			

			

				𝑓
			

			
				𝑠
				′
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			

				′
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				𝑠
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			
				
				≤
				𝛾
				,
				𝑠
				,
				𝑠
			

			

				
			

			
				∈
				{
				1
				,
				…
				,
				𝑘
				}
				,
				𝑠
				≠
				𝑠
			

			

				
			

			
				
				−
				1
				≤
				𝛾
				≤
				1
				𝐱
				∈
				𝐺
				(
				𝐛
				)
				=
				𝐱
				∣
				𝑔
			

			

				𝑗
			

			
				
				𝐱
				,
				𝐛
			

			

				𝑗
			

			
				
				
				
				≤
				0
				,
				𝑗
				=
				1
				,
				…
				,
				𝑚
				(
				𝐚
				,
				𝐛
				)
				∈
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				
			

			

				𝛼
			

			

				.
			

		
	

In (14), the priority variable 
	
		
			

				𝛾
			

		
	
 is minimized to enlarge priority difference. During solving, the slack parameter 
	
		
			
				Δ
				𝛿
			

		
	
 is regulated in order to acquire the satisfactory solution of 
	
		
			

				𝛼
			

		
	
-FMOO. In addition to 
	
		
			
				Δ
				𝛿
			

		
	
, the feasible field can also be increased by decreasing 
	
		
			

				𝛼
			

		
	
. These ways provide more regulating freedoms than the original two-step approach in [25]. Therefore, the preferred solution can be found by regulating 
	
		
			
				Δ
				𝛿
			

		
	
 or changing 
	
		
			

				𝛼
			

		
	
.
If 
	
		
			

				𝛾
			

			

				∗
			

			
				>
				0
			

		
	
, the solution does not conform to priority, 
	
		
			

				𝜆
			

			

				∗
			

		
	
 needs to be decreased through increasing 
	
		
			
				Δ
				𝛿
			

		
	
 till 
	
		
			

				𝛾
			

			

				∗
			

			
				≤
				0
			

		
	
, and DM is satisfied, where 
	
		
			
				Δ
				𝛿
			

		
	
 is determined by the interaction between DM and the analyzer. If the result still remains unsatisfactory after regulating 
	
		
			
				Δ
				𝛿
			

		
	
, we can decrease 
	
		
			

				𝛼
			

		
	
.
3.2.3. Maximum Stable Relaxation
From (13), we know that the feasibility is enlarged continually by increasing 
	
		
			
				Δ
				𝛿
			

		
	
 such that the smaller 
	
		
			

				𝛾
			

			

				∗
			

		
	
 can be obtained. When 
	
		
			
				Δ
				𝛿
			

		
	
 is increased to equal 
	
		
			
				Δ
				𝛿
			

			

				∗
			

		
	
, (13) will become inactive constraint. This means 
	
		
			

				𝛾
			

			

				∗
			

		
	
 will remain identical. That is, priority difference will not change when 
	
		
			
				Δ
				𝛿
				>
				Δ
				𝛿
			

			

				∗
			

		
	
. Thus, 
	
		
			
				Δ
				𝛿
			

			

				∗
			

		
	
 is called maximum stable relaxation. 
	
		
			

				𝝁
			

			
				∗
				𝑓
			

			
				=
				{
				𝜇
			

			
				∗
				𝑓
			

			

				1
			

			
				,
				…
				,
				𝜇
			

			
				∗
				𝑓
			

			

				𝑘
			

			

				}
			

		
	
 is the vector of all the 
	
		
			

				𝛼
			

		
	
-satisfactory degrees about the optimal solution. 
	
		
			
				Δ
				𝛿
			

			

				∗
			

		
	
 can be acquired by the following algorithm.
Step 1. Let 
	
		
			
				Δ
				𝛿
				=
				𝜆
			

			

				∗
			

		
	
 and assign a value to 
	
		
			

				𝛼
			

		
	
, and then solve model (14) to obtain the optimal solution 
	
		
			

				𝐱
			

			

				∗
			

		
	
, 
	
		
			

				𝝁
			

			
				∗
				𝑓
			

		
	
 and 
	
		
			

				𝛾
			

			

				∗
			

		
	
.
Step 2. Compare the elements of 
	
		
			

				𝝁
			

			
				∗
				𝑓
			

		
	
, find the minimum one as 
	
		
			

				𝜇
			

			
				∗
				𝑓
			

			

				𝑚
			

		
	
, and let 
	
		
			
				Δ
				𝛿
			

			

				∗
			

			
				=
				𝜆
			

			

				∗
			

			
				−
				𝜇
			

			
				∗
				𝑓
			

			

				𝑚
			

		
	
.
	
		
			
				Δ
				𝛿
			

			

				∗
			

		
	
 is taken as a priori knowledge by which the case of arbitrary enlarging of the feasible field can be avoided.
3.3. M-
	
		
			

				𝛼
			

		
	
-Pareto Optimality Test
From Section 3.2, we know that the preliminary optimization model of the first step is max-min decision on 
	
		
			

				∞
			

		
	
-norm, and the 
	
		
			

				𝛼
			

		
	
-maximum overall satisfactory degree in the priority model of the second step is relaxed. It cannot be guaranteed that each objective under preemptive priority requirement is optimized as much as possible finally, although the optimal solution satisfies the priority order. According to Definition 1, the expected satisfactory solution must be M-
	
		
			

				𝛼
			

		
	
-Pareto optimal. Thus, the following M-
	
		
			

				𝛼
			

		
	
-Pareto optimality test model is proposed. By means of the model, the M-
	
		
			

				𝛼
			

		
	
-Pareto optimality of the solution can be ensured:
								
	
 		
 			
				(
				1
				5
				)
			
 		
	

	
		
			
				m
				a
				x
			

			

				𝑘
			

			

				
			

			

				𝑖
			

			

				𝜀
			

			

				𝑖
			

			

				s
			

			

				.
			

			

				t
			

			
				.
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				
				−
				𝜀
			

			

				𝑖
			

			
				=
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
			

			

				∗
			

			
				,
				𝐚
			

			

				𝑖
			

			
				
				𝜇
				,
				𝑖
				=
				1
				,
				…
				,
				𝑘
			

			

				𝑓
			

			
				𝑠
				′
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			

				′
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				𝑠
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			
				
				≤
				𝛾
			

			

				∗
			

			
				,
				𝑠
				,
				𝑠
			

			

				
			

			
				∈
				{
				1
				,
				…
				,
				𝑘
				}
				,
				𝑠
				≠
				𝑠
			

			

				
			

			
				
				𝐱
				∈
				𝐺
				(
				𝐛
				)
				=
				𝐱
				∣
				𝑔
			

			

				𝑗
			

			
				
				𝐱
				,
				𝐛
			

			

				𝑗
			

			
				
				
				
				≤
				0
				,
				𝑗
				=
				1
				,
				…
				,
				𝑚
				(
				𝐚
				,
				𝐛
				)
				∈
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				
			

			

				𝛼
			

			

				𝜀
			

			

				𝑖
			

			
				≥
				0
				,
			

		
	

							where 
	
		
			

				𝜀
			

			

				𝑖
			

		
	
, 
	
		
			
				(
				𝑖
				=
				1
				,
				…
				,
				𝑘
				)
			

		
	
 are the error variables and 
	
		
			
				(
				𝐱
			

			

				∗
			

			
				,
				𝛾
			

			

				∗
			

			

				)
			

		
	
 is the optimization solution of (14). Let 
	
		
			
				
			
			

				𝐱
			

		
	
 be the optimal solution of (15). The theorem about M-
	
		
			

				𝛼
			

		
	
-Pareto optimality test is given.
Theorem 3.  If 
	
		
			

				𝜀
			

			

				𝑖
			

		
	
, 
	
		
			
				(
				𝑖
				=
				1
				,
				…
				,
				𝑘
				)
			

		
	
 are zero, then 
	
		
			

				𝐱
			

			

				∗
			

		
	
 is M-
	
		
			

				𝛼
			

		
	
-Pareto optimal. Otherwise, if at least one 
	
		
			

				𝜀
			

			

				ℎ
			

		
	
, 
	
		
			
				ℎ
				∈
				{
				1
				,
				…
				,
				𝑘
				}
			

		
	
 is not zero, 
	
		
			
				
			
			

				𝐱
			

		
	
 is the M-
	
		
			

				𝛼
			

		
	
-Pareto optimal solution.
Proof. If 
	
		
			

				𝐱
			

			

				∗
			

		
	
 is not M-
	
		
			

				𝛼
			

		
	
-Pareto optimal when all 
	
		
			

				𝜀
			

			

				𝑖
			

		
	
 are zero, then the optimal solution 
	
		
			
				
			
			

				𝐱
			

		
	
 must be M-
	
		
			

				𝛼
			

		
	
-Pareto optimal. Because 
	
		
			

				𝜇
			

			

				𝑓
			

			

				𝑖
			

			

				(
			

			
				
			
			
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				)
				≥
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				(
				𝐱
			

			

				∗
			

			
				,
				𝐚
			

			

				𝑖
			

			

				)
			

		
	
, 
	
		
			
				(
				𝑖
				=
				1
				,
				…
				,
				𝑘
				)
			

		
	
 must hold, and 
	
		
			

				𝜇
			

			

				𝑓
			

			

				ℎ
			

			
				(
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				)
				>
				𝜇
			

			

				𝑓
			

			

				ℎ
			

			
				(
				𝐱
			

			

				∗
			

			
				,
				𝐚
			

			

				𝑖
			

			

				)
			

		
	
 for at least one 
	
		
			

				ℎ
			

		
	
,  
	
		
			
				ℎ
				∈
				{
				1
				,
				…
				,
				𝑘
				}
			

		
	
. This means there must be one nonzero 
	
		
			

				𝜀
			

			

				ℎ
			

		
	
 at least, which is contrary to the fact that all 
	
		
			

				𝜀
			

			

				𝑖
			

		
	
 are zero. So 
	
		
			

				𝐱
			

			

				∗
			

		
	
 is M-
	
		
			

				𝛼
			

		
	
-Pareto optimal if 
	
		
			

				𝜀
			

			

				𝑖
			

		
	
, 
	
		
			
				(
				𝑖
				=
				1
				,
				…
				,
				𝑘
				)
			

		
	
 are all zero.If at least one 
	
		
			

				𝜀
			

			

				ℎ
			

		
	
 is not zero, then 
	
		
			
				
			
			

				𝐱
			

		
	
 must be the M-
	
		
			

				𝛼
			

		
	
-Pareto optimal solution. Or else, there will exist an M-
	
		
			

				𝛼
			

		
	
-Pareto optimal solution 
	
		
			

				∼
			

			

				𝐱
			

		
	
, and it must be the optimal solution of (15). This is contrary to the fact that 
	
		
			
				
			
			

				𝐱
			

		
	
 is the optimal solution. Therefore 
	
		
			
				
			
			

				𝐱
			

		
	
 must be M-
	
		
			

				𝛼
			

		
	
-Pareto optimal.
3.4. Algorithm
The specific algorithm of enhanced two-step method is summarized as follows.
Step 1 (initialization). Formulate the 
	
		
			

				𝛼
			

		
	
-level set of fuzzy parameters, and calculate the individual 
	
		
			

				𝑓
			

			
				𝑖
				m
				i
				n
			

		
	
 and 
	
		
			

				𝑓
			

			
				𝑖
				m
				a
				x
			

		
	
 of the objective function 
	
		
			

				𝑓
			

			

				𝑖
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				𝑖
			

			

				)
			

		
	
, 
	
		
			
				(
				𝑖
				=
				1
				,
				…
				,
				𝑘
				)
			

		
	
 under the given constraints, respectively, when 
	
		
			
				𝛼
				=
				0
			

		
	
 and 
	
		
			
				𝛼
				=
				1
			

		
	
.
Step 2. Determine the desirable targets and the tolerances, construct the 
	
		
			

				𝛼
			

		
	
-membership functions of all the objectives, and ask DM to select the initial value of 
	
		
			

				𝛼
			

		
	
.
Step 3. Solve the preliminary optimization model (12) of the first step, and get the 
	
		
			

				𝛼
			

		
	
-maximum overall satisfactory degree 
	
		
			

				𝜆
			

			

				∗
			

		
	
.
Step 4. Formulate and solve the priority model (14) of the second step according to preemptive priority requirement, and test M-Pareto optimality of the solution by (15).
Step 5. Judge: if 
	
		
			
				𝛾
				>
				0
			

		
	
, go to next step. If 
	
		
			
				𝛾
				≤
				0
			

		
	
, but the solution is not satisfactory, also go to Step 6. Otherwise stop optimization, and the satisfactory solution is acquired.
Step 6. Relax 
	
		
			

				𝜆
			

			

				∗
			

		
	
 by increasing 
	
		
			
				Δ
				𝛿
			

		
	
 if 
	
		
			
				Δ
				𝛿
				≤
				Δ
				𝛿
			

			

				∗
			

		
	
, and go back to Step 4. Or decrease 
	
		
			

				𝛼
			

		
	
 and go back to Step 3.
3.5. Analysis of Feasibility
By the following Theorem, it is proven that there must be the feasible solution in our approach.
Theorem 4.  For enhanced two-step method consisting of the preliminary optimization model (12) and the priority model (14), there must exist an optimal solution when 
	
		
			
				𝐺
				(
			

			

				∼
			

			
				𝐛
				)
			

		
	
 is nonempty.
Proof. Firstly, the preliminary optimization model (12) of the first step must be feasible because 
	
		
			
				𝐺
				(
			

			

				∼
			

			
				𝐛
				)
			

		
	
 is nonempty. Secondly, for the priority model (14) of the second step, the relaxed order of 
	
		
			

				𝛼
			

		
	
-satisfactory degrees (11) can be rewritten as 
	
		
			
				(
				𝜇
			

			

				𝑓
			

			
				𝑠
				′
			

			
				(
				𝐱
				,
				𝐚
			

			

				𝑠
			

			

				′
			

			
				)
				−
				𝜇
			

			

				𝑓
			

			

				𝑠
			

			
				(
				𝐱
				,
				𝐚
			

			

				𝑠
			

			
				)
				≤
				𝛾
				)
			

			
				𝑖
				𝑖
			

		
	
, 
	
		
			
				𝑖
				𝑖
				=
				1
				,
				…
				,
				𝑍
			

		
	
, where 
	
		
			

				𝑍
			

		
	
 is the number of the priority constraints including active constraints and inactive constraints. Then we have
									
	
 		
 			
				(
				1
				6
				)
			
 		
	

	
		
			
				𝛾
				=
				m
				a
				x
			

			
				𝑖
				𝑖
			

			
				𝜇
				
				
			

			

				𝑓
			

			
				𝑠
				′
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			

				′
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				𝑠
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			
				
				
			

			
				𝑖
				𝑖
			

			
				
				.
			

		
	

								Thus (14) can be reformulated as
									
	
 		
 			
				(
				1
				7
				)
			
 		
	

	
		
			
				m
				i
				n
				m
				a
				x
			

			
				𝑖
				𝑖
			

			
				𝜇
				
				
			

			

				𝑓
			

			
				𝑠
				′
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			

				′
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				𝑠
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			
				
				
			

			
				𝑖
				𝑖
			

			

				
			

			

				s
			

			

				.
			

			

				t
			

			
				.
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				
				≥
				𝜆
			

			

				∗
			

			
				−
				Δ
				𝛿
				,
				𝑖
				=
				1
				,
				…
				,
				𝑘
				−
				1
				≤
				m
				a
				x
			

			
				𝑖
				𝑖
			

			
				𝜇
				
				
			

			

				𝑓
			

			
				𝑠
				′
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			

				′
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				𝑠
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑠
			

			
				
				
			

			
				𝑖
				𝑖
			

			
				
				
				≤
				1
				𝐱
				∈
				𝐺
				(
				𝐛
				)
				=
				𝐱
				∣
				𝑔
			

			

				𝑗
			

			
				
				𝐱
				,
				𝐛
			

			

				𝑗
			

			
				
				
				
				≤
				0
				,
				𝑗
				=
				1
				,
				…
				,
				𝑚
				(
				𝐚
				,
				𝐛
				)
				∈
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			
				𝐛
				
			

			

				𝛼
			

			

				.
			

		
	

								Therefore, the priority model (14) is equivalent to (17). Since 
	
		
			

				𝜆
			

			

				∗
			

		
	
 satisfies the constraints of the preliminary optimization model (12), (13) must hold. Thus, there must be optimal solution for (17). That is, the optimal result also exists in the model (14). Then both of the first step and the second step are feasible. So the optimal solution can be obtained by the enhanced two-step method when 
	
		
			
				𝐺
				(
			

			

				∼
			

			
				𝐛
				)
			

		
	
 is nonempty.
4. Numerical Examples
We demonstrate the effectiveness of the proposed optimization method by the following numerical examples.
Example 1 (see [25]). The example in [25] is considered, where some parameters of the objectives are imprecise:
							
	
 		
 			
				(
				1
				8
				)
			
 		
	

	
		
			
				m
				i
				n
				𝑓
			

			

				1
			

			
				
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				1
			

			
				
				=
			

			

				∼
			

			

				𝑎
			

			
				1
				1
			

			

				𝑥
			

			

				1
			

			
				+
				3
				𝑥
			

			

				2
			

			

				+
			

			

				∼
			

			

				𝑎
			

			
				1
				2
			

			

				𝑥
			

			

				3
			

			
				m
				i
				n
				𝑓
			

			

				2
			

			
				
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				2
			

			
				
				=
				
				𝑥
			

			

				1
			

			
				
				−
				1
			

			

				2
			

			
				
				𝑥
				+
				2
			

			

				2
			

			
				
				−
				3
			

			

				2
			

			

				+
			

			

				∼
			

			

				𝑎
			

			

				2
			

			
				
				𝑥
			

			

				3
			

			
				
				−
				2
			

			

				2
			

			

				s
			

			

				.
			

			

				t
			

			
				.
				𝑥
			

			

				1
			

			
				+
				𝑥
			

			

				2
			

			
				+
				𝑥
			

			

				3
			

			
				≤
				1
				0
				0
				≤
				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				𝑥
			

			

				3
			

			
				≤
				1
				0
				.
			

		
	

	
		
			

				∼
			

			
				𝐚
				=
				(
			

			

				∼
			

			

				𝐚
			

			

				1
			

			

				,
			

			

				∼
			

			

				𝐚
			

			

				2
			

			

				)
			

		
	
 is fuzzy parameter vector, where 
	
		
			

				∼
			

			

				𝐚
			

			

				1
			

			
				=
				(
			

			

				∼
			

			

				𝑎
			

			
				1
				1
			

			

				,
			

			

				∼
			

			

				𝑎
			

			
				1
				2
			

			

				)
			

		
	
 and 
	
		
			

				∼
			

			

				𝐚
			

			

				2
			

			
				=
				(
			

			

				∼
			

			

				𝑎
			

			

				2
			

			

				)
			

		
	
. Their distributions are given in Table 1.Preemptive priority requirement is as follows: level 1: 
	
		
			

				𝑓
			

			

				2
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				2
			

			

				)
			

		
	
, level 2: 
	
		
			

				𝑓
			

			

				1
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				1
			

			

				)
			

		
	
.Firstly, optimization simulation is implemented for the given priority, and various results with regard to different 
	
		
			
				Δ
				𝛿
			

		
	
 and 
	
		
			

				𝛼
			

		
	
 are presented. Then maximum stable relaxation 
	
		
			
				Δ
				𝛿
			

			

				∗
			

		
	
 is computed. Finally, sensitivity analysis is considered by changing the priority order to validate the sensitiveness of our approach.
Table 1: Fuzzy parameters in Example 1.
	

	
	
		
			

				∼
			

			

				𝑐
			

		
	
	(
	
		
			

				𝑐
			

			

				1
			

		
	
, 
	
		
			

				𝑐
			

			

				2
			

		
	
, 
	
		
			

				𝑐
			

			

				3
			

		
	
, 
	
		
			

				𝑐
			

			

				4
			

		
	
)
	

	
	
		
			

				∼
			

			

				𝑎
			

			
				1
				1
			

		
	
	(−2, −1, −1, 0)
	
	
		
			

				∼
			

			

				𝑎
			

			
				1
				2
			

		
	
	(2, 3, 3, 4)
	
	
		
			

				∼
			

			

				𝑎
			

			

				2
			

		
	
	(−1, 0, 0, 1)
	



( 1) Optimization for Given Priority. On basis of the proposed method, Example 1 is solved step by step.
(A) The membership functions of 
	
		
			

				∼
			

			

				𝐚
			

		
	
 are formulated by (2) according to Table 1, and the corresponding constraints about 
	
		
			

				𝛼
			

		
	
-level set are constructed as 
	
		
			
				𝐚
				∈
				(
			

			

				∼
			

			
				𝐚
				)
			

			

				𝛼
			

		
	
 using (3). The four optimum values of each objective function are computed when 
	
		
			
				𝛼
				=
				0
			

		
	
 and 
	
		
			
				𝛼
				=
				1
			

		
	
. Thus, the aspiration values and the tolerant limits of the two objectives are determined as (−20, 40) and (−45, 103), respectively. The corresponding 
	
		
			

				𝛼
			

		
	
-membership functions are presented in the following
						
	
 		
 			
				(
				1
				9
				)
			
 		
	

	
		
			

				𝜇
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
			

			
				
				=
				
				4
				0
				−
				𝑎
			

			

				1
			

			

				𝑥
			

			

				1
			

			
				−
				3
				𝑥
			

			

				2
			

			
				−
				𝑎
			

			

				2
			

			

				𝑥
			

			

				3
			

			

				
			

			
				
			
			
				,
				𝜇
				6
				0
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				=
				
				
				𝑥
				1
				0
				3
				−
			

			

				1
			

			
				
				−
				1
			

			

				2
			

			
				
				𝑥
				−
				2
			

			

				2
			

			
				
				−
				3
			

			

				2
			

			
				−
				𝑎
			

			

				3
			

			
				
				𝑥
			

			

				3
			

			
				
				−
				2
			

			

				2
			

			

				
			

			
				
			
			
				.
				1
				4
				8
			

		
	

(B) The preliminary model of the first step is written in the following expression:
						
	
 		
 			
				(
				2
				0
				)
			
 		
	

	
		
			
				m
				a
				x
				𝜆
			

			

				s
			

			

				.
			

			

				t
			

			
				.
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				
				≥
				𝜆
				,
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				
				𝜇
				≤
				1
				,
				𝑖
				=
				1
				,
				2
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
			

			
				
				=
				
				4
				0
				−
				𝑎
			

			
				1
				1
			

			

				𝑥
			

			

				1
			

			
				−
				3
				𝑥
			

			

				2
			

			
				−
				𝑎
			

			
				1
				2
			

			

				𝑥
			

			

				3
			

			

				
			

			
				
			
			
				𝜇
				6
				0
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				=
				
				
				𝑥
				1
				0
				3
				−
			

			

				1
			

			
				
				−
				1
			

			

				2
			

			
				
				𝑥
				−
				2
			

			

				2
			

			
				
				−
				3
			

			

				2
			

			
				−
				𝑎
			

			

				2
			

			
				
				𝑥
			

			

				3
			

			
				
				−
				2
			

			

				2
			

			
				
				×
				(
				1
				4
				8
				)
			

			
				−
				1
			

			

				𝑥
			

			

				1
			

			
				+
				𝑥
			

			

				2
			

			
				+
				𝑥
			

			

				3
			

			
				≤
				1
				0
				0
				≤
				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				𝑥
			

			

				3
			

			
				
				≤
				1
				0
				𝐚
				∈
			

			

				∼
			

			
				𝐚
				
			

			

				𝛼
			

			

				.
			

		
	

(C) According to the given priority, the relaxed order of 
	
		
			

				𝛼
			

		
	
-satisfactory degrees is constructed:
						
	
 		
 			
				(
				2
				1
				)
			
 		
	

	
		
			

				𝜇
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				≤
				𝛾
				.
			

		
	

					Consequently, the second step model is formulated as
						
	
 		
 			
				(
				2
				2
				)
			
 		
	

	
		
			
				m
				i
				n
				𝛾
			

			

				s
			

			

				.
			

			

				t
			

			
				.
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				
				≥
				𝜆
			

			

				∗
			

			
				𝜇
				−
				Δ
				𝛿
				,
				𝑖
				=
				1
				,
				2
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				𝜇
				≤
				𝛾
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
			

			
				
				=
				
				4
				0
				−
				𝑎
			

			
				1
				1
			

			

				𝑥
			

			

				1
			

			
				−
				3
				𝑥
			

			

				2
			

			
				−
				𝑎
			

			
				1
				2
			

			

				𝑥
			

			

				3
			

			

				
			

			
				
			
			
				𝜇
				6
				0
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				=
				
				
				𝑥
				1
				0
				3
				−
			

			

				1
			

			
				
				−
				1
			

			

				2
			

			
				
				𝑥
				−
				2
			

			

				2
			

			
				
				−
				3
			

			

				2
			

			
				−
				𝑎
			

			

				2
			

			
				
				𝑥
			

			

				3
			

			
				
				−
				2
			

			

				2
			

			
				
				×
				(
				1
				4
				8
				)
			

			
				−
				1
			

			

				𝑥
			

			

				1
			

			
				+
				𝑥
			

			

				2
			

			
				+
				𝑥
			

			

				3
			

			
				≤
				1
				0
				0
				≤
				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				𝑥
			

			

				3
			

			
				
				≤
				1
				0
				−
				1
				≤
				𝛾
				≤
				1
				𝐚
				∈
			

			

				∼
			

			
				𝐚
				
			

			

				𝛼
			

			

				.
			

		
	

(D) The M-Pareto optimality test model is written in the following
						
	
 		
 			
				(
				2
				3
				)
			
 		
	

	
		
			
				m
				a
				x
				𝜀
			

			

				1
			

			
				+
				𝜀
			

			

				2
			

			

				s
			

			

				.
			

			

				t
			

			
				.
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
				,
				𝐚
			

			

				𝐢
			

			
				
				−
				𝜀
			

			

				𝑖
			

			
				=
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
			

			

				∗
			

			
				,
				𝐚
			

			

				𝑖
			

			
				
				𝜇
				,
				𝑖
				=
				1
				,
				2
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				≤
				𝛾
			

			

				∗
			

			

				𝜇
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
			

			
				
				=
				
				4
				0
				−
				𝑎
			

			
				1
				1
			

			

				𝑥
			

			

				1
			

			
				−
				3
				𝑥
			

			

				2
			

			
				−
				𝑎
			

			
				1
				2
			

			

				𝑥
			

			

				3
			

			

				
			

			
				
			
			
				𝜇
				6
				0
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				=
				
				
				𝑥
				1
				0
				3
				−
			

			

				1
			

			
				
				−
				1
			

			

				2
			

			
				
				𝑥
				−
				2
			

			

				2
			

			
				
				−
				3
			

			

				2
			

			
				−
				𝑎
			

			

				2
			

			
				
				𝑥
			

			

				3
			

			
				
				−
				2
			

			

				2
			

			
				
				×
				(
				1
				4
				8
				)
			

			
				−
				1
			

			

				𝑥
			

			

				1
			

			
				+
				𝑥
			

			

				2
			

			
				+
				𝑥
			

			

				3
			

			
				≤
				1
				0
				0
				≤
				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				𝑥
			

			

				3
			

			
				𝜀
				≤
				1
				0
			

			

				𝑖
			

			
				
				≥
				0
				𝐚
				∈
			

			

				∼
			

			
				𝐚
				
			

			

				𝛼
			

			

				.
			

		
	

					According to the algorithm, the above models are solved iteratively. The corresponding optimization results are given in Table 2.
Table 2: Optimization results of Example 1 for given priority.
	

	
	
		
			

				𝛼
			

		
	
	
	
		
			

				𝜆
			

			

				∗
			

		
	
	
	
		
			
				Δ
				𝛿
			

		
	
	
	
		
			

				𝛾
			

			

				∗
			

		
	
	
	
		
			

				𝑓
			

			

				1
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				1
			

			

				)
			

		
	
	
	
		
			

				𝑓
			

			

				2
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				2
			

			

				)
			

		
	
	
	
		
			

				𝜇
			

			

				𝑓
			

			

				1
			

			
				(
				𝐱
				,
				𝐚
			

			

				1
			

			

				)
			

		
	
	
	
		
			

				𝜇
			

			

				𝑓
			

			

				2
			

			
				(
				𝐱
				,
				𝐚
			

			

				2
			

			

				)
			

		
	

	

	0.85	0.6477	0.2	−0.2484	13.1349	−0.0284	0.4478	0.6961
	0.3	−0.3526	19.1374	−0.6460	0.3477	0.7003
	0.4	−0.4663	25.1374	−2.6687	0.2477	0.7140
	

	0.65	0.6544	0.2	−0.2429	12.7386	−0.1968	0.4544	0.6973
	0.3	−0.3581	18.7386	−2.4384	0.3544	0.7124
	0.4	−0.4956	24.7386	−8.0003	0.2544	0.7500
	



Comparing the results listed in Table 2, it is known that the values of 
	
		
			

				𝛾
			

			

				∗
			

		
	
 are less than 0, and the changing of 
	
		
			

				𝛾
			

			

				∗
			

		
	
 conforms to that of 
	
		
			
				Δ
				𝛿
			

		
	
. This means that the preemptive priority requirement is reasonable, and all the results satisfy it. Then DM can choose the preferred solution from them according to his requirement.
( 2) Computation of Maximum Stable Relaxation  
	
		
			
				Δ
				𝛿
			

			

				∗
			

		
	
. From Section 3.2.3, we know that the solution will keep unchanged when 
	
		
			
				Δ
				𝛿
				>
				Δ
				𝛿
			

			

				∗
			

		
	
. Therefore, there must exist maximum stable relaxation 
	
		
			
				Δ
				𝛿
			

			

				∗
			

		
	
 during solving Example 1. For different 
	
		
			

				𝛼
			

		
	
, 
	
		
			
				Δ
				𝛿
			

			

				∗
			

		
	
 is correspondingly different. For example, when 
	
		
			
				𝛼
				=
				0
				.
				8
				5
			

		
	
 and 
	
		
			
				Δ
				𝛿
				=
				𝜆
			

			

				∗
			

			
				=
				0
				.
				6
				4
				7
				7
			

		
	
, 
	
		
			

				𝝁
			

			
				∗
				𝑓
			

			
				=
				(
				0
				.
				1
				4
				7
				9
				,
				0
				.
				7
				1
				6
				5
				)
			

		
	
 are obtained by solving (14), where 
	
		
			

				𝜇
			

			
				∗
				𝑓
			

			

				1
			

		
	
 is minimum. Therefore, 
	
		
			
				Δ
				𝛿
			

			

				∗
			

			
				=
				0
				.
				4
				9
				9
				8
			

		
	
, which means that the result will remain unchanged when 
	
		
			
				Δ
				𝛿
				>
				0
				.
				4
				9
				9
				8
			

		
	
.
( 3) Sensitivity Analysis. For demonstrating the sensitiveness of the proposed method, sensitivity analysis is constructed by changing the original priority order into the new one “
	
		
			

				𝑓
			

			

				1
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				1
			

			

				)
			

		
	
 is higher than 
	
		
			

				𝑓
			

			

				2
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				2
			

			

				)
			

		
	
.” Then the above models are updated using the new priority constraint “
	
		
			

				𝜇
			

			

				𝑓
			

			

				2
			

			
				(
				𝐱
				,
				𝐚
			

			

				2
			

			
				)
				−
				𝜇
			

			

				𝑓
			

			

				1
			

			
				(
				𝐱
				,
				𝐚
			

			

				1
			

			
				)
				≤
				𝛾
			

		
	
.” They are solved iteratively. The corresponding optimization results are presented in Table 3.
Table 3: Optimization results of Example 1 for sensitivity analysis.
	

	
	
		
			

				𝛼
			

		
	
	
	
		
			
				Δ
				𝛿
			

		
	
	
	
		
			

				𝛾
			

			

				∗
			

		
	
	
	
		
			

				𝑓
			

			

				1
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				1
			

			

				)
			

		
	
	
	
		
			

				𝑓
			

			

				2
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				2
			

			

				)
			

		
	
	
	
		
			

				𝜇
			

			

				𝑓
			

			

				1
			

			
				(
				𝐱
				,
				𝐚
			

			

				1
			

			

				)
			

		
	
	
	
		
			

				𝜇
			

			

				𝑓
			

			

				2
			

			
				(
				𝐱
				,
				𝐚
			

			

				2
			

			

				)
			

		
	

	

	0.85	0.2	−0.3224	−6.2072	36.7388	0.7701	0.4477
	0.3	−0.4501	−7.8693	51.5388	0.7978	0.3477
	0.4	−0.5272	−9.1950	66.3388	0.8199	0.2477
	

	0.65	0.2	−0.3333	−7.2585	35.7552	0.7876	0.4544
	0.3	−0.4659	−9.2166	50.5552	0.8203	0.3544
	0.4	−0.5919	−10.7764	65.3552	0.8463	0.2544
	



From Table 3, it is seen that the order of 
	
		
			

				𝛼
			

		
	
-satisfactory degrees changes with alternation of priority requirement. That denotes that our method is sensitive to the priority requirement.
Example 2 2 (see [26, 27]). In order to verify the effectiveness of our method further, the example with more objectives from [26, 27] is used. Its fuzzy parameters consist in the objectives and the constraints, which makes it more complicated than Example 1:
							
	
 		
 			
				(
				2
				4
				)
			
 		
	

	
		
			
				m
				i
				n
				𝑓
			

			

				1
			

			
				
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				1
			

			
				
				=
				
				𝑥
			

			

				1
			

			
				
				+
				5
			

			

				2
			

			

				+
			

			

				∼
			

			

				𝑎
			

			
				1
				1
			

			

				𝑥
			

			
				2
				2
			

			
				
				𝑥
				+
				2
			

			

				3
			

			

				−
			

			

				∼
			

			

				𝑎
			

			
				1
				2
			

			

				
			

			

				2
			

			
				m
				i
				n
				𝑓
			

			

				2
			

			
				
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				2
			

			
				
				=
			

			

				∼
			

			

				𝑎
			

			
				2
				1
			

			
				
				𝑥
			

			

				1
			

			
				
				−
				4
				5
			

			

				2
			

			
				+
				
				𝑥
			

			

				2
			

			
				
				+
				1
				5
			

			

				2
			

			
				
				𝑥
				+
				3
			

			

				3
			

			

				+
			

			

				∼
			

			

				𝑎
			

			
				2
				2
			

			

				
			

			

				2
			

			
				m
				i
				n
				𝑓
			

			

				3
			

			
				
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				3
			

			
				
				=
			

			

				∼
			

			

				𝑎
			

			
				3
				1
			

			
				
				𝑥
			

			

				1
			

			
				
				+
				2
				0
			

			

				2
			

			

				+
			

			

				∼
			

			

				𝑎
			

			
				3
				2
			

			
				
				𝑥
			

			

				2
			

			
				
				−
				4
				5
			

			

				2
			

			
				+
				
				𝑥
			

			

				3
			

			
				
				+
				1
				5
			

			

				2
			

			

				s
			

			

				.
			

			

				t
			

			
				
				.
				𝑔
				𝐱
				,
			

			

				∼
			

			

				𝐛
			

			

				1
			

			
				
				=
			

			

				∼
			

			

				𝑏
			

			
				1
				1
			

			

				𝑥
			

			
				2
				1
			

			

				+
			

			

				∼
			

			

				𝑏
			

			
				1
				2
			

			

				𝑥
			

			
				2
				2
			

			

				+
			

			

				∼
			

			

				𝑏
			

			
				1
				3
			

			

				𝑥
			

			
				2
				3
			

			
				≤
				1
				0
				0
				0
				≤
				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				𝑥
			

			

				3
			

			
				≤
				1
				0
				.
			

		
	

	
		
			

				∼
			

			
				𝐚
				=
				(
			

			

				∼
			

			

				𝐚
			

			

				1
			

			

				,
			

			

				∼
			

			

				𝐚
			

			

				2
			

			

				,
			

			

				∼
			

			

				𝐚
			

			

				3
			

			

				)
			

		
	
 and 
	
		
			

				∼
			

			

				𝐛
			

			

				1
			

		
	
 are fuzzy parameter vectors, and 
	
		
			

				∼
			

			

				𝐚
			

			

				1
			

			
				=
				(
			

			

				∼
			

			

				𝑎
			

			
				1
				1
			

			

				,
			

			

				∼
			

			

				𝑎
			

			
				1
				2
			

			

				)
			

		
	
, 
	
		
			

				∼
			

			

				𝐚
			

			

				2
			

			
				=
				(
			

			

				∼
			

			

				𝑎
			

			
				2
				1
			

			

				,
			

			

				∼
			

			

				𝑎
			

			
				2
				2
			

			

				)
			

		
	
, 
	
		
			

				∼
			

			

				𝐚
			

			

				3
			

			
				=
				(
			

			

				∼
			

			

				𝑎
			

			
				3
				1
			

			

				,
			

			

				∼
			

			

				𝑎
			

			
				3
				2
			

			

				)
			

		
	
, and 
	
		
			

				∼
			

			

				𝐛
			

			

				1
			

			
				=
				(
			

			

				∼
			

			

				𝑏
			

			
				1
				1
			

			

				,
			

			

				∼
			

			

				𝑏
			

			
				1
				2
			

			

				,
			

			

				∼
			

			

				𝑏
			

			
				1
				3
			

			

				)
			

		
	
. Their characteristics are presented in Table 4.Preemptive priority requirement is as follows: level 1: 
	
		
			

				𝑓
			

			

				1
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				1
			

			

				)
			

		
	
 and 
	
		
			

				𝑓
			

			

				3
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				3
			

			

				)
			

		
	
, level 2: 
	
		
			

				𝑓
			

			

				2
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				2
			

			

				)
			

		
	
.
Table 4: Fuzzy parameters in Example 2.
	

	
	
		
			

				∼
			

			

				𝑐
			

		
	
	(
	
		
			

				𝑐
			

			

				1
			

		
	
, 
	
		
			

				𝑐
			

			

				2
			

		
	
, 
	
		
			

				𝑐
			

			

				3
			

		
	
, 
	
		
			

				𝑐
			

			

				4
			

		
	
)	
	
		
			

				∼
			

			

				𝑐
			

		
	
	(
	
		
			

				𝑐
			

			

				1
			

		
	
, 
	
		
			

				𝑐
			

			

				2
			

		
	
, 
	
		
			

				𝑐
			

			

				3
			

		
	
, 
	
		
			

				𝑐
			

			

				4
			

		
	
)
	

	
	
		
			

				∼
			

			

				𝑎
			

			
				1
				1
			

		
	
	(3.8, 4, 4, 4.3)	
	
		
			

				∼
			

			

				𝑎
			

			
				3
				2
			

		
	
	(4.7, 5, 5, 5.35)
	
	
		
			

				∼
			

			

				𝑎
			

			
				1
				2
			

		
	
	(48.5, 50, 50, 52)	
	
		
			

				∼
			

			

				𝑏
			

			
				1
				1
			

		
	
	(0.9, 1, 1, 1.1)
	
	
		
			

				∼
			

			

				𝑎
			

			
				2
				1
			

		
	
	(1.85, 2, 2, 2.2)	
	
		
			

				∼
			

			

				𝑏
			

			
				1
				2
			

		
	
	(0.8, 1, 1, 1.2)
	
	
		
			

				∼
			

			

				𝑎
			

			
				2
				2
			

		
	
	(18.2, 20, 20, 22.5)	
	
		
			

				∼
			

			

				𝑏
			

			
				1
				3
			

		
	
	(0.85, 1, 1, 1.15)
	
	
		
			

				∼
			

			

				𝑎
			

			
				3
				1
			

		
	
	(2.9, 3, 3, 3.15)	 	 
	



(A) Firstly, the fuzzy parameters 
	
		
			

				∼
			

			

				𝐚
			

		
	
 and 
	
		
			

				∼
			

			

				𝐛
			

			

				𝟏
			

		
	
 are formulated into membership functions about 
	
		
			

				𝛼
			

		
	
-level set by (3). Then the aspiration values and the tolerant limits of the three objectives are determined as (2989.5, 5932.4), (3485, 7997.4), and (7142.5, 14008), respectively, by means of the minimum and maximum values at 
	
		
			
				𝛼
				=
				0
			

		
	
 and 
	
		
			
				𝛼
				=
				1
			

		
	
. Their 
	
		
			

				𝛼
			

		
	
-membership functions are defined as
						
	
 		
 			
				(
				2
				5
				)
			
 		
	

	
		
			

				𝜇
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
			

			
				
				=
				
				
				𝑥
				5
				9
				3
				2
				.
				4
				−
			

			

				1
			

			
				
				+
				5
			

			

				2
			

			
				−
				𝑎
			

			
				1
				1
			

			

				𝑥
			

			
				2
				2
			

			
				
				𝑥
				−
				2
			

			

				3
			

			
				−
				𝑎
			

			
				1
				2
			

			

				
			

			

				2
			

			

				
			

			
				
			
			
				𝜇
				2
				9
				4
				2
				.
				9
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				=
				
				7
				9
				9
				7
				.
				4
				−
				𝑎
			

			
				2
				1
			

			
				
				𝑥
			

			

				1
			

			
				
				−
				4
				5
			

			

				2
			

			
				−
				
				𝑥
			

			

				2
			

			
				
				+
				1
				5
			

			

				2
			

			
				
				𝑥
				−
				3
			

			

				3
			

			
				+
				𝑎
			

			
				2
				2
			

			

				
			

			

				2
			

			
				
				×
				(
				4
				5
				1
				2
				.
				4
				)
			

			
				−
				1
			

			

				𝜇
			

			

				𝑓
			

			

				3
			

			
				
				𝐱
				,
				𝐚
			

			

				3
			

			
				
				=
				
				1
				4
				0
				0
				8
				−
				𝑎
			

			
				3
				1
			

			
				
				𝑥
			

			

				1
			

			
				
				+
				2
				0
			

			

				2
			

			
				−
				𝑎
			

			
				3
				2
			

			
				
				𝑥
			

			

				2
			

			
				
				−
				4
				5
			

			

				2
			

			
				−
				
				𝑥
			

			

				3
			

			
				
				+
				1
				5
			

			

				2
			

			
				
				×
				(
				6
				8
				6
				5
				.
				5
				)
			

			
				−
				1
			

			

				.
			

		
	

(B) The preliminary model of the first step is
						
	
 		
 			
				(
				2
				6
				)
			
 		
	

	
		
			
				m
				a
				x
				𝜆
			

			

				s
			

			

				.
			

			

				t
			

			
				.
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				
				≥
				𝜆
				,
				𝜇
			

			

				𝑓
			

			

				𝑖
			

			
				
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				
				𝜇
				≤
				1
				,
				𝑖
				=
				1
				,
				2
				,
				3
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
			

			
				
				=
				
				
				𝑥
				5
				9
				3
				2
				.
				4
				−
			

			

				1
			

			
				
				+
				5
			

			

				2
			

			
				−
				𝑎
			

			
				1
				1
			

			

				𝑥
			

			
				2
				2
			

			
				
				𝑥
				−
				2
			

			

				3
			

			
				−
				𝑎
			

			
				1
				2
			

			

				
			

			

				2
			

			
				
				×
				(
				2
				9
				4
				2
				.
				9
				)
			

			
				−
				1
			

			

				𝜇
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				=
				
				7
				9
				9
				7
				.
				4
				−
				𝑎
			

			
				2
				1
			

			
				
				𝑥
			

			

				1
			

			
				
				−
				4
				5
			

			

				2
			

			
				−
				
				𝑥
			

			

				2
			

			
				
				+
				1
				5
			

			

				2
			

			
				
				𝑥
				−
				3
			

			

				3
			

			
				+
				𝑎
			

			
				2
				2
			

			

				
			

			

				2
			

			
				
				×
				(
				4
				5
				1
				2
				.
				4
				)
			

			
				−
				1
			

			

				𝜇
			

			

				𝑓
			

			

				3
			

			
				
				𝐱
				,
				𝐚
			

			

				3
			

			
				
				=
				
				1
				4
				0
				0
				8
				−
				𝑎
			

			
				3
				1
			

			
				
				𝑥
			

			

				1
			

			
				
				+
				2
				0
			

			

				2
			

			
				−
				𝑎
			

			
				3
				2
			

			
				
				𝑥
			

			

				2
			

			
				
				−
				4
				5
			

			

				2
			

			
				−
				
				𝑥
			

			

				3
			

			
				
				+
				1
				5
			

			

				2
			

			
				
				×
				(
				6
				8
				6
				5
				.
				5
				)
			

			
				−
				1
			

			

				𝑏
			

			
				1
				1
			

			

				𝑥
			

			
				2
				1
			

			
				+
				𝑏
			

			
				1
				2
			

			

				𝑥
			

			
				2
				2
			

			
				+
				𝑏
			

			
				1
				3
			

			

				𝑥
			

			
				2
				3
			

			
				≤
				1
				0
				0
				0
				≤
				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				𝑥
			

			

				3
			

			
				
				≤
				1
				0
				𝐚
				,
				𝐛
			

			

				1
			

			
				
				∈
				
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			

				𝐛
			

			

				1
			

			

				
			

			

				𝛼
			

			

				.
			

		
	

(C) For priority requirement, the relaxed formulation is written as
						
	
 		
 			
				(
				2
				7
				)
			
 		
	

	
		
			

				𝜇
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
			

			
				
				𝜇
				≤
				𝛾
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				3
			

			
				
				𝐱
				,
				𝐚
			

			

				3
			

			
				
				≤
				𝛾
				.
			

		
	

					The second step model is formulated as
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				2
				8
				)
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				i
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				𝛾
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				.
			

			

				t
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				𝜇
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				
				𝐱
				,
				𝐚
			

			

				𝑖
			

			
				
				≥
				𝜆
			

			

				∗
			

			
				𝜇
				−
				Δ
				𝛿
				,
				𝑖
				=
				1
				,
				2
				,
				3
			

			

				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
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				𝜇
				≤
				𝛾
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				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				−
				𝜇
			

			

				𝑓
			

			

				3
			

			
				
				𝐱
				,
				𝐚
			

			

				3
			

			
				
				𝜇
				≤
				𝛾
			

			

				𝑓
			

			

				1
			

			
				
				𝐱
				,
				𝐚
			

			

				1
			

			
				
				=
				
				
				𝑥
				5
				9
				3
				2
				.
				4
				−
			

			

				1
			

			
				
				+
				5
			

			

				2
			

			
				−
				𝑎
			

			
				1
				1
			

			

				𝑥
			

			
				2
				2
			

			
				
				𝑥
				−
				2
			

			

				3
			

			
				−
				𝑎
			

			
				1
				2
			

			

				
			

			

				2
			

			
				
				×
				(
				2
				9
				4
				2
				.
				9
				)
			

			
				−
				1
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				𝑓
			

			

				2
			

			
				
				𝐱
				,
				𝐚
			

			

				2
			

			
				
				=
				
				7
				9
				9
				7
				.
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				−
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				1
			

			
				
				𝑥
			

			

				1
			

			
				
				−
				4
				5
			

			

				2
			

			
				−
				
				𝑥
			

			

				2
			

			
				
				+
				1
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				5
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				8
				6
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				1
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				1
				3
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				2
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				0
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				,
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				,
				𝑥
			

			

				3
			

			
				
				≤
				1
				0
				−
				1
				≤
				𝛾
				≤
				1
				𝐚
				,
				𝐛
			

			

				1
			

			
				
				∈
				
			

			

				∼
			

			
				𝐚
				,
			

			

				∼
			

			

				𝐛
			

			

				1
			

			

				
			

			

				𝛼
			

			

				.
			

		
	

(D) The corresponding M-Pareto optimality test model is given in the following
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				≥
				0
				𝐚
				,
				𝐛
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				
				∈
				
			

			

				∼
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				∼
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					When 
	
		
			
				𝛼
				=
				0
				.
				9
			

		
	
 and 
	
		
			
				𝛼
				=
				0
				.
				8
			

		
	
, the models in (B), (C), and (D) are solved iteratively. The optimization results are shown in Table 5.
Table 5: Optimization results of Example 2.
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				(
				𝐱
				,
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				𝐚
			

			

				2
			

			

				)
			

		
	
	
	
		
			

				𝑓
			

			

				3
			

			
				(
				𝐱
				,
			

			

				∼
			

			

				𝐚
			

			

				3
			

			

				)
			

		
	
	
	
		
			

				𝜇
			

			

				𝑓
			

			

				1
			

			
				(
				𝐱
				,
				𝐚
			

			

				1
			

			

				)
			

		
	
	
	
		
			

				𝜇
			

			

				𝑓
			

			

				2
			

			
				(
				𝐱
				,
				𝐚
			

			

				2
			

			

				)
			

		
	
	
	
		
			

				𝜇
			

			

				𝑓
			

			

				3
			

			
				(
				𝐱
				,
				𝐚
			

			

				3
			

			

				)
			

		
	

	

	0.9	0.5834	0.1	−0.1619	4033.2	5815.9	9577.4	0.6453	0.4834	0.6453
	0.2	−0.3109	3889.1	6267.2	9241.2	0.6943	0.3834	0.6943
	0.3	−0.4457	3786.7	6718.4	9002.2	0.7291	0.2834	0.7291
	

	0.8	0.5937	0.1	−0.1621	4002.4	5769.5	9505.6	0.6558	0.4937	0.6558
	0.2	−0.3112	3857.8	6220.8	9168.2	0.7049	0.3937	0.7049
	0.3	−0.4462	3755	6672	8928.3	0.7399	0.2937	0.7399
	



From Table 5, we know that all the results satisfy the preemptive priority requirement. DM can choose the preferred solution from them. For example, when 
	
		
			
				𝛼
				=
				0
				.
				8
			

		
	
 and 
	
		
			
				Δ
				𝛿
				=
				0
				.
				2
			

		
	
, the satisfactory degrees are 0.7049, 0.3937, and 0.7049, and the values of the objectives are 3857.8, 6220.8, and 9168.2. This may be regarded as the most reasonable result.
Remark 5. The priority variable 
	
		
			

				𝛾
			

			

				∗
			

		
	
 will decrease with the increment of 
	
		
			
				Δ
				𝛿
			

		
	
. How to change 
	
		
			
				Δ
				𝛿
			

		
	
 can be determined according to the real optimization problem. Usually, it is proper to change 
	
		
			
				Δ
				𝛿
			

		
	
 about 0.1 every time.
5. Conclusion
This paper addresses the problem of FMOO that resulted from fuzzy parameters. Although the approach in [25] can work with preemptive priority requirement, it only focuses on fuzzy goals but not fuzzy parameters. Therefore, the original two-step method is greatly improved for fuzzy parameters and priority. In this work, the concept of fuzzy number and 
	
		
			

				𝛼
			

		
	
-level set theory are introduced to adapt to fuzzy parameters. Only inequality fuzzy relations are considered in [25]. However, the enhanced method is extended to three relations involving fuzzy minimization, fuzzy maximization, and fuzzy equal. Based on the previous approach [25], the strict preemptive priority structure is modeled by the relaxed order of 
	
		
			

				𝛼
			

		
	
-satisfactory degrees. Moreover, there is the possibility of existence of the weak M-Pareto optimal solution in the original approach. Nevertheless, the M-Pareto optimality can be guaranteed by this work. The examples show that regulating 
	
		
			
				Δ
				𝛿
			

		
	
 and 
	
		
			

				𝛼
			

		
	
 provides more optimization freedoms than the previous work during solving the two-step models iteratively. Thus, balance between optimization and priority can be realized when fuzzy parameters are involved. However, we still need to note that the results of some FMOO problems may be so insensitive to the change of 
	
		
			
				Δ
				𝛿
			

		
	
 or 
	
		
			

				𝛼
			

		
	
 that it is difficult to seek the satisfactory solution. Therefore, the sensitivity research on regulating 
	
		
			
				Δ
				𝛿
			

		
	
 or 
	
		
			

				𝛼
			

		
	
 will be studied in the future.
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