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Abstract. 
A new maneuvering target tracking algorithm is investigated, which is modeled as a class of Markov jump linear systems (MJLS). Drawing on the experience of combination idea of the extended Viterbi algorithm (EV) and the interacting multiple model algorithm (IMM), a modular interacting multiple model based on extended Viterbi (MIMMEV) is presented. The MIMMEV algorithm consists of  independent interacting multiple model-extended Viterbi (IMM-EV). Furthermore, these IMM-EV filters are independent and working in parallel in the MIMMEV algorithm. According to the derived probability, the estimated state of every moment is the weighted sum of each estimator at the corresponding time. Simulation results demonstrate that the proposed algorithm improves the tracking precision and reduces the computational burden compared with traditional IMM and IMM-EV.



1. Introduction
Many researches have been undertaken in the field of estimation theory over the past decades. In both military and civilian fields, such as air defense and air-traffic control, obtaining a reliable and accurate mode in targets tracking has been the main objective in the design of target tracking system [1].
According to the number of target motion model, the maneuvering target tracking algorithm can be divided into single model algorithm and multiple model (MM) algorithm. Considering the characteristics of maneuvering target movement, using a single and fixed model has a difficulty in describing the motion state of target accurately. As a result, MM algorithm is formed, which uses multiple models to describe the movement of maneuvering targets at the same time. Because of powerful function and robustness, MM algorithm has become an important approach in the target tracking estimate. It has a better effect in tracking nonmaneuvering targets but worse for maneuvering target tracking. Early MM algorithm belongs to static interactive multiple model algorithm without input, due to inconsideration of model switching. Blom and Barshalom had put forward a traditional IMM with Markov switching coefficients. IMM does not need to test maneuvering but needs to adjust the probability of each model to implement switching among models in order to achieve the overall adaptation. In fact, the generalized pseudo-Bayesian (GPB) algorithm and the interacting multiple model (IMM) algorithm are popular methods. Compared with GPB, IMM has a better performance in the calculation; thus, IMM has been used widely [2].
The IMM algorithm, which employs a fixed set of models, always works well for problems with a small model set. Nevertheless, many practical problems involve much more models [3]. The effect of using too many models is as bad as the case of too few models [4]. Actually, the performance will decline if too many models are used due to redundant “competition” from the “unnecessary” models.
Some modified IMM algorithms were presented for improving performance or computation efficiency in recent years [5–7]. However, a prodigious defect is the fixed model set that it has. A variable structure MM (namely, VSMM) algorithm is proposed to solve the dilemma where the model set not only differs across targets but also varies with time for given targets [8, 9]. Not only does VSMM inherit the effective cooperation strategies of the IMM, but also it adapts to the outworld by generating new filters if the existing ones are not good and by removing those filters which are harmful. The estimation with VSMM, however, depends on the auxiliary information (such as the terrain topography). Thus, it is very hard to realize the VSMM without the auxiliary information. The mechanism of the extended Viterbi (EV) algorithm is similar to those of VSMM, and it finds  (, and  is the number of all paths) potentially most likely paths. Above all, the estimation of EV does not depend on the auxiliary information. As a result, an extended Viterbi based interacting multiple model algorithm, namely, IMM-EV, is presented as the incorporation of some functional mechanisms of EV and IMM. IMM-EV with some appropriate choice of  can improve IMM and VSMM in terms of its performance and computation [10]. In fact, there is a case that some IMM-EV may produce more accurate state estimation during some maneuvering target tracking while work worse during others. On these conditions, a MIMMEV algorithm is presented in this paper. The proposed algorithm consists of  IMM-EV filters which are mutually independent. The state estimation equals mixing of all module estimations according to the module probability.
The remainder of the paper is organized as follows. Section 2 briefly reviews the IMM algorithm and EV algorithm. In Section 3, the MIMMEV algorithm is proposed. The MIMMEV algorithm contains  independent IMM-EV filters performing in parallel, and it is suitable for the large model set. A simulation for testing the proposed algorithm is performed in Section 4. Finally, some conclusions are given in Section 5.
2. Preliminaries
2.1. The IMM Algorithm
Because of its powerful function and robustness, MM estimation is a powerful approach to target tracking. The IMM algorithm, as one of MM algorithms, has been widely used in target tracking. The IMM includes  interacting filters working in parallel and each filter is marked as , . Assume that the movement characteristics of the target at time  is expressed as , and  models in IMM algorithm can describe any possible target motion characteristics; namely, . Model conversion is assumed to be a Markov process with known transition probability; namely,where  is the transition probability from model  to model  according to the Markov chain. Based on above, the posterior probability is calculated when each model is valid. Then the final target estimation can be represented with the weighted sum of each model which is effective, and the weighted factors are posterior probabilities computed above. IMM algorithm includes five steps [11]. It can be known that the performance of IMM algorithm is much better than one of single model algorithm [8]. However, the performance of IMM will deteriorate if too many models are utilized owing to the excessive competition from the redundant models. Two models is the best solution in the normal cases when model transition matrix is effective.
2.2. The EV Algorithm
In order to solve the above dilemma that the IMM algorithm faces, those unnecessary filtering models in the model set need be removed; thus, the VSMM algorithm arises at the historic moment. The ideal of the VSMM is to select the effective models in the model set to realize optimization of the algorithm. Nevertheless, VSMM has a drawback that smooth realization of VSMM depends on auxiliary information. The good news is that the mechanism of the extended Viterbi (EV) algorithm is similar to those of VSMM. The EV algorithm can find a solution to the above problem. The mechanism of the EV algorithm is to search for  most likely model paths out of  given models at each instant. A more detailed exposition about the EV algorithm is provided in [12, 13]. Some functional mechanisms of the EV algorithm can be incorporated into the IMM algorithm for hypothesis reductions, so IMM-EV is presented.
3. The Modular Interacting Multiple Model Based on Extended Viterbi Algorithm
3.1. The IMM-EV Algorithm
On the one hand, like the IMM algorithm, an IMM-EV algorithm does spread estimates produced from all models at all times. On the other hand, like the VSMM algorithm, an IMM-EV algorithm may mix only those estimates of effective models out of all models at given times to get the state estimate of a system and then potentially avoid the loss of accuracy because of overmodeling. IMM-EV algorithm includes  interacting filters operating in parallel; one cycle of the algorithm is briefly described as follows.
In this subsection, the following notation will be used: give , , and  and give , where  is the probability of mode  [14].
Step 1. Calculate mixing probabilitieswhere  is a mixing probability at the time instant .
Step 2. Calculate mixed state estimates  and state error covariance matrices  as follows:
Step 3. It is model filtering. This step is the same as IMM.
Step 4. Update model probabilities as follows:where  is the likelihood function of the model  at the time instant , and .
Step 5. Calculate  largest model probabilities as follows:

Step 6. Output of state estimate is as follows:
When , the IMM-EV algorithm is equivalent to the IMM algorithm. The IMM-EV algorithm is derived from the IMM algorithm and thus they have some similar functional parts. Their difference is that the development of an IMM-EV algorithm is on the basis of the EV algorithm.
3.2. The MIMMEV Algorithm
There is such a situation that some IMM-EV algorithms may work well during constant-velocity tracking while other IMM-EV algorithms may perform well during maneuver tracking. Aiming at the above situation, the MIMMEV algorithm is put forward in this paper. The MIMMEV algorithm contains  independent IMM-EV filters performing in parallel, as  independent modules. Independence between different IMM-EV filters can remove the excessive competition from the unnecessary models. The estimated state of every moment is the weighted sum of each module at the corresponding time according to the derived probability of each IMM-EV filter. Figure 1 shows the flow chart for one cycle of the MBIMMEV logic. The MBIMMEV algorithm includes four fundamental steps.




	
	
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
		
		
			
		
		
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
		
			
		
		
			
		
		
			
		
		
			
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
		
			
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
		
			
		
		
			
		
		
			
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
		
			
		
			
		
			
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
				
				
		
	


Figure 1: MIMMEV algorithm (, ).


Step 1. There is the parallel independent IMM-EV: , ,  and  are computed for each model set using IMM-EV.
Step 2. The likelihood function value of every model set is as follows:
Step 3. Normalized likelihood function value of every model set is as follows:In (8),  is the weight probability of model set  at the time instant .
Step 4. Output of state estimate is as follows:
From the above explanation, we guarantee the independence of all IMM-EV filters; thus, the proposed algorithm can solve the deterioration of performance due to the excessive competition from the unnecessary models.
4. Simulation
The given algorithm is illustrated at length with one example of complex maneuvering target tracking, and the sampling period  is 1 s. The trajectory is a target moving in the  plane with an initial position [10 km, 40 km]′ and an initial velocity [0 m/s, −300 m/s]′. The trajectory is shown in Figure 2 that implements 9 motions, namely, CV, CA, CV, CA, CV, CT, CV, CT, and CV, as follows:(1)CV motion in 50 s;(2)CA motion in 15 s with an acceleration (20 m/s2, 20 m/s2);(3)CV motion in 50 s;(4)CA motion in 10 s with an acceleration (−30 m/s2, −30 m/s2);(5)CV motion in 50 s;(6)coordinated turn motion in 16 s with a radius 1.5 km and an acceleration 60 m/s2;(7)CV motion in 50 s;(8)coordinated turn motion in 16 s with a radius 1.5 km and an acceleration 60 m/s2 and(9)CV motion in 50 s.




	
	
		
		
		
		
		
		
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
		
		
			
		
		
			
		
		
			
		
		
			
		
			
		
			
		
		
		
		
		
			
				
					
			
			
		
	


Figure 2: Target trajectory.


The MIMMEV algorithm contains two modules (CVCA2 and CVCT2). The first module includes three models: CV model, CA model with small process noise covariance, and CA model with large process noise covariance [15]. The second module includes three models: CV motion, clockwise CT, and counterclockwise CT model with known turn rates. The two modules are to search for  most likely model paths out of  given models at each instant. The standard covariance of models’ process noise is  m/s, the standard deviation of measurement noise is  m/s, and the matrix of the probabilities is
The RMSEs of IMM, IMM-EV, and MIMMEV are demonstrated in Figure 3. During CV and CA motion, the performances of the three algorithms are similar, but, during coordinated turn motion, MIMMEV algorithm has better performance than the other two. The RMSE of MIMMEV is the least on the whole. It proves that MIMMEV algorithm proposed has better performance than IMM and IMM-EV. The proposed algorithm is a viable algorithm to other tracking methods.
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(d)
Figure 3: Position RMSE and velocity RMSE for IMM, IMM-EV, and MIMME.


5. Conclusion
The MIMMEV algorithm contains independent modules, which are independent IMM-EV filters performing in parallel. According to the derived probability, the estimated state of every moment equals the weighted sum of each estimator at the corresponding time. The presented algorithm inherits the merit of the IMM-EV methods. The MIMMEV algorithm improves performance of maneuvering target tracking by avoiding the excessive competition from the unnecessary models. And then it reduces computation burden effectively.
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