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This paper is concerned with optimal control problems of forward-backward Markovian regime-switching systems involving
impulse controls. Here the Markov chains are continuous-time and finite-state. We derive the stochastic maximum principle for
this kind of systems. Besides the Markov chains, the most distinguishing features of our problem are that the control variables
consist of regular and impulsive controls, and that the domain of regular control is not necessarily convex. We obtain the necessary
and sufficient conditions for optimal controls. Thereafter, we apply the theoretical results to a financial problem and get the optimal

consumption strategies.

1. Introduction

Maximum principle was first formulated by Pontryagin et
al’s group [1] in the 1950s and 1960s, which focused on the
deterministic control system to maximize the corresponding
Hamiltonian instead of the optimization problem. Bismut [2]
introduced the linear backward stochastic differential equa-
tions (BSDEs) as the adjoint equations, which played a role
of milestone in the development of this theory. The general
stochastic maximum principle was obtained by Peng in [3] by
introducing the second order adjoint equations. Pardoux and
Peng also proved the existence and uniqueness of solution for
nonlinear BSDEs in [4], which has been extensively used in
stochastic control and mathematical finance. Independently,
Duftie and Epstein introduced BSDEs under economic back-
ground, and in [5] they presented a stochastic recursive utility
which was a generalization of the standard additive utility
with the instantaneous utility depending not only on the
instantaneous consumption rate but also on the future utility.
Then El Karoui et al. gave the formulation of recursive utilities
from the BSDE point of view. As found by [6], the recursive
utility process can be regarded as a solution of BSDE. Peng [7]
first introduced the stochastic maximum principle for opti-
mal control problems of forward-backward control system

as the control domain is convex. Since BSDEs and forward-
backward stochastic differential equations (FBSDEs) are
involved in a broad range of applications in mathematical
finance, economics, and so on, it is natural to study the con-
trol problems involving FBSDEs. To establish the necessary
optimality conditions, Pontryagin maximum principle is one
fundamental research direction for optimal control problems.
Rich literature for stochastic maximum principle has been
obtained; see [8-12] and the references therein. Recently, Wu
[13] established the general maximum principle for optimal
controls of forward-backward stochastic systems in which
the control domains were nonconvex and forward diffusion
coeflicients explicitly depended on control variables.

The applications of regime-switching models in finance
and stochastic control also have been researched in recent
years. Compared to the traditional system based on the diffu-
sion processes, it is more meaningful from the empirical
point of view. Specifically, it modulates the system with a
continuous-time finite-state Markov chain with each state
representing a regime of the system or a level of economic
indicator. Based on the switching diffusion model, much
work has been done in the fields of option pricing, portfolio
management, risk management, and so on. In [14], Crépey
focused on the pricing equations in finance. Crépey and



Matoussi [15] investigated the reflected BSDEs with Markov
chains. For the controlled problem with regime-switching
model, Donnelly studied the sufficient maximum principle
in [16]. Using the results about BSDEs with Markov chains in
[14, 15], Tao and Wu [17] derived the maximum principle for
the forward-backward regime-switching model. Moreover, in
[18] the weak convergence of BSDEs with regime switching
was studied. For more results of Markov chains, readers can
refer to the references therein.

In addition, stochastic impulse control problems have
received considerable research attention due to their wide
applications in portfolio optimization problems with trans-
action costs (see [19, 20]) and optimal strategy of exchange
rates between different currencies [21, 22]. Korn [23] also
investigated some applications of impulse control in math-
ematical finance. For a comprehensive survey of theory of
impulse controls, one is referred to [24]. Wu and Zhang [25]
first studied stochastic optimal control problems of forward-
backward systems involving impulse controls, in which they
assumed the domain of the regular controls was convex
and obtained both the maximum principle and sufficient
optimality conditions. Later on, in [26] they considered the
forward-backward system in which the domain of regular
controls was not necessarily convex and the control variable
did not enter the diffusion coefficient.

In this paper, we consider a stochastic control system, in
which the control system is described by a forward-backward
stochastic differential equation, all the coefficients contain
Markov chains, and the control variables consist of regular
and impulsive parts. This case is more complicated than
(17, 25, 26]. We obtain the stochastic maximum principle
by using spike variation on the regular control and convex
perturbation on the impulsive one. Applying the maximum
principle to a financial investment-consumption model, we
also get the optimal consumption processes and analyze the
effects on consumption by various economic factors.

The rest of this paper is organized as follows. In Section 2,
we give preliminaries and the formulation of our problems.
A necessary condition in the form of maximum principle
is established in Section 3. Section 4 aims to investigate
sufficient optimality conditions. An example in finance is
studied in Section5 to illustrate the applications of our
theoretical results and some figures are presented to give
more explanations. In the end, Section 6 concludes the
novelty of this paper.

2. Preliminaries and Problem Formulation

Let (Q, F,{F }o<i<1» P) be a complete filtered probability
space equipped with a natural filtration &, generated by
{B,a; 0 < s < t},t € [0,T], where {B,}oc;r is a d-
dimensional standard Brownian motion defined on the space,
{oy, 0 < t < T} is a finite-state Markov chain with the state
space given by I = {1,2,...,k}, and T > 0 is a fixed time
horizon. The transition intensities are A(i, j) for i # j with
A(i, j) nonnegative and bounded. A(i,i) = =2 ;g AG ).
For p > 1, denote by S*(R") the set of n-dimensional adapted
processes {¢,, 0 < t < T} such that [E[supoStSTI(ptlp] < 400
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and denote by H(R") the set of n-dimensional adapted

processes {y,, 0 < t < T} such that [E[(IOT |1//t|2dt)P/2] < +00.

Define 7 as the integer-valued random measure on
([0, T]xI, %B([0, T])®%B ;) which counts the jumps 7", (j) from
« to state j between time 0 and t. The compensator of 7/,(j)
is 1y 4 Ao, j)dt, which means d7/,(j) — 1y, 4 y Aoy, j)dt =
d‘?t( j) is a martingale (compensated measure). Then the
canonical special semimartingale representation for « is
given by

doy = Y Mo j) (j-a)dt+ ) (j - )d7,(j).

jeI jeI
Define n,(j) 1,4 3AMey, j). Denote by ., the set of
measurable functions from (I, %}, p) to R endowed with
the topology of convergence in measure and |v|, = X

[v(j)znt(j)]l/2 € R, U {+oo} the norm of ./ ,; denote by H:;
the space of P-measurable functions V: Q x [0,T] x I — R
such that ¥ o, E[([ V,(j)*m,(j)d)?"?] < +oo.

Let U be a nonempty subset of R and K nonempty
convex subset of R". Let {r;} be a given sequence of increasing
F,-stopping times such that 7, T +oco asi — +o00.
Denote by 7 the class of right continuous processes #(-) =
Yis1 M1 17 (+) such that eachr; isan % -measurable random
variable. It's worth noting that, the assumption 7; T +co
implies that at most finitely many impulses may occur on
[0, T]. Denote by % the class of adapted processes v : [0, T] x
Q — U such that E[supOStsTlvtP] < +o00 and denote by
K the class of K-valued impulse processes 17 € ¥ such that
E[(Qs, |17i|)3] < +00. A = U x K is called the admissible
control set. For notational simplicity, in what follows we focus
on the case where all processes are 1-dimensional.

Now we consider the forward regime-switching systems
modulated by continuous-time, finite-state Markov chains
involving impulse controls. Let b : [0,T] x I x R — R,
0:[0,T]xIxR — R,andC : [0,T] — R be measura-
ble mappings. Given x € R and 5(-) € %, the system is
formulated by

dx, =b(t, o, x,) dt + o (t, o, x,) dB, + C,dy,
(2
Xy = X.

The following result is easily obtained.

Proposition 1. Assume that b, o are Lipschitz with respect to
x, b(-1,0), 0(-,i,0) € H*(R), Vi € I, and C is a continuous
function. Then SDE (2) admits a unique solution x(-) € S (R).

Given { € L*(Q, Fr,P;R) and 5(-) € K, consider the
following backward regime-switching system modulated by
Markov chains «, involving impulse controls:

dy, == f (b6 yp 2o We (), (1), W, (k) (K)) dt
+2z,dB, + Z‘/Vt (j)d7, (j) - D,dn,,
jeI

yT = c’
€)
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wheref:[O,T]xIXleRka—>RandD:
[0,T] — R are measurable mappings and W : Q x
[0,T] x I — R is a measurable function such that };; E

[y WG (DdD*?) < +oo

Proposition 2. Assume that f(t,i,y,z, p) is Lipschitz with
respect to (y,z, p), f(-,0,0,0) € H3*R), Vi € I, and D is a
continuous function. Then BSDE (3) admits a unique solution
() 2(), W() € S(R) x H(R) x Hy(R).

Proof. Define A, := jot Dgdn, = Y. D.n; and F(t,4, ,
z,p) = f(t,i,y — A, 2z, p), Vi € I. It is easy to check that

|F(t.iy,2,p) - F(t.i, 5,2, p')|
(4)
<a(ly-yl+lz=2]+[p-r1).

Since #, is uniformly bounded, we have

(W, (5) - W, (D) ()] < W, -W/|, Vel (5

Here ¢, ¢, are positive constants. Then F is Lipschitz with
respect to (y,z, W). We also get that F(,1,0,0,0) € H*(R)
and E|{ + AT|3 < +00. Hence, the following BSDE

dy,= -F(t,a,Y,, Z,, M, (1) n, (1),..., M, (k) n, (k)) dt

+Z,dB, + ZMt (j) a7, (/)
jeI
Y =0+ Ar
(6)

admits a unique solution (Y, Z, M) € S (R)xH*(R) XH;(IR)
(see [15, 18] for details). Now define y, := Y, — A,, z, := Z,,
and W, := M,. Then itis easy to check that (y,z, W) € S (R)x
H’(R) x H3.(R) solves BSDE (3).

Let (yl, z', W) and (yz,zz, W?) be two solutions of (3).
Applying It&’s formula to (y! — y7)%, t < s < T and combining
Gronwall’s inequality, we get the uniqueness of solution. [J

Now, we consider the following stochastic control system:
dx, =b(t,a, x,,v,)dt + o (t,0,,x,) dB, + C,dn,,

dy,
=—f(t,ap, xp Y26 W, (D)1, (1), ..., W, (k) n, (k) , v,) dt

+2z,dB, + Z‘/Vt (j) d%t (j) - D,dny,
je1
yr=g(xr),

Xy = X,

7)

whereb: [0, T] X IXRxU — R,0:[0,T]XxI xR — R,
Fl0TIXIXxRxRxRxRFxU - R,andg: R — R
are deterministic measurable functions and C : [0,T] — R,
D : [0,T] — R are continuous functions. In what follows

(W, (Dn, (1), ..., W (k)n,(k)) will be written as W,n, for short.
The objective is to maximize, over class &/, the cost functional

T
J (V ONi ()) =E { L h(t» (Xt’xt’yt’zt"/vtnt’vt) dt+¢ (xT)

+y (yo) + Zl (7 ’11')} >

i>1

(8)

whereh : [O,T]XIXRXRXRXkaU - R,¢:R - R,y:
R — R,and!: [0,T]xR — R aredeterministic measurable
functions. A control (u, &) which solves this problem is called
an optimal control.

In what follows, we make the following assumptions.

(H1) b, 0, f, g, h, ¢, and y are continuous and continuously
differentiable with respect to (x, y,z, p). b, f have
linear growth with respect to (x, y, v). [ is continuous
and continuously differentiable with respect to #.

(H2) The derivatives of b, o, f, and g are bounded.

(H3) The derivatives of h, ¢, y, and [ are bounded by K(1 +
lx| + [yl + |z| + [pl + [v]), K(1 + |x]), K(1 + |yl]), and
K(1+|n]), respectively. Moreover, |h(t, i, 0, 0,0, 0, v)| <
K(1 + |v]*) for any (t,v),i € L.

From Propositions 1 and 2, it follows that, under (HI)-
(H3), FBSDE (7) admits a unique solution (x(-), ¥(-), z(-),
W() € S (R) x S (R) x H*(R) x H3(R) for any (v,7) € of.

3. Stochastic Maximum Principle

In this section, we will derive the stochastic maximum prin-
ciple for optimal control problem (7) and (8). We give the
necessary conditions for optimal controls.

Let &() = Y1 &1 () and (u(-),§()) € o be an
optimal control of this stochastic control problem and let
(x(), ¥(-),2(:), W(-)) be the corresponding trajectory. Now,
we introduce the spike variation with respect to u(:) as
follows:

us(t):{v’ ifr<t<t+e, ©)

u(t), otherwise,

where 7 € [0,T) is an arbitrarily fixed time, ¢ > 0 1is a
sufficiently small constant, and v is an arbitrary U-valued
F .-measurable random variable such that Elv® < +00. Let
n € 7 be such that £ + # € F. For the reason that domain
K is convex, we can check that & = &+ e, 0 < ¢ <
1, is also an element of . Let (x°(-), ¥*(-), 2°(:), W:()) be
the trajectory corresponding to (u°(-), £°(-)). For convenience,
we denote y(t) = y(t, X, V2, Win,u,), w(u) =
ll/(t’ (Xt’ xt’ yt’ Zt’ ‘/tht’ ui) fOl’ 1// = b’ o, f’ h’ bx’ bv’ Ux’ Gv’ fx’

fy’ fo fw(j)’ S heo hy’ h, huJ(j)’ h,, where fw(j) = fW(j)ﬂ(j)’
w(j) == Wn()-



Introduce the following FBSDE which is called the varia-
tional equation:

dx; = [b, (t)x; +b(u) - b ()] dt + 0, (t) x;dB,

+¢eC,dn,,

dy, = - | feOx, + f, )y + f,(O 7

+ wa(j) ) P, (j) m, (j) +

JjeI

f(ui)—f(t)} dt

+z,dB, + Y P, (j)d7, (j) - eD,dn;,
jeI

=0, yp =g (er) g

(10)

Obviously, this FBSDE admits a unique solution (x', y', 2,
P) € (R) x S’(R) x H*(R) x H,(R).

We have the following lemma. In what follows, we denote
by ¢ a positive constant which can be different from line to
line.

Lemma 3. Consider

3
sup [E|xt' <ce, (11
0<t<T

R (IO
+)E [(LT [P (D (7) dt)m] <.

jeI

(12)

Proof. By the boundedness of (b,
inequality, we have

,0,) and using Holder’s

sup [E|x1|

0<t<r

r 1 3
< CJ x| |dt
0 |O0<s<t
3 3

+c[E(JOT |b(uf)—b(t)|dt) +cs3E<JOT |Ct|d11t> ,

(13)

V0 < r < T. Noting the definition of u°(-), we get

e [ ow)-

= [E(LHS b (t, 0, x,,v) = b (1) dt)

3

b(t)ldt)

3
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<&F J b (t o x,,v) = b (t)|3dt

<c <1+ sup[E[|xt| +|ut| + v ])

o<t<T

(14)
Here we apply Holder’s inequality for p = 3, g = 3/2, and the
growth condition of b in (HI). Since C, is bounded on [0, T,
then (11) is obtained by applying Gronwall’s inequality.
By the result of Section 5 in [6] and noting that the
predictable covariation of 7,(j) is
(7, (7). 7, (j)), = (j)dt, (15)

we obtain

s ([ )|
+Z[E [(J P, (j)] nt(])dt>3/2]

jeI

T 3
< c[E|gx (xr) xlT|3 + CE(JO 'fx ) x; + f ()~ f (t)| dt)

3

T
+ cs3[E(J |D,| dnt> .
0

On the one hand, since g, is bounded, by (11), we have

(16)

[E'gx (xr) xH3 <ce. 17)

On the other hand, since f, is bounded, using the basic
inequality and (11), we have

f(t)'dt>3

([ 15005+ ) -

(18)
3

<cevee( [ 17 ) - s @]a)

From the growth condition of f in (Hl) and the same
technique as above, it follows that

[E(JOT If (uf) = f @) dt>3 <ce. (19)

Besides, D, is bounded on [0, T]; then (12) is obtained. The
proof is complete. O

QSHOte;C\t =X =X =X = VMV B = 25 -5,
and W, = W/ — W, — P,, and then we have the following.
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Lemma 4. Consider

sup [E|3?t|2 < Cssz, (20)
0<t<T
~ |2 T p s 2 .
sup El5[ + | [ [z de| + Y€ | [ [, () m ()]
0<t<T 0 jeI 0
< Cé,
(21)

where C, — 0ase — 0.

Proof. It is easy to check that X satisfies

dx, = [A, () + A, (t)]dt +[E, (t) + B, (t)] dB,,

(22)
%, =0,
where
Ay () :=b(t e, x5, u;) = b (t, 0 Xp + Xy, U )
A, (1) = b(t,oct,xt + xtl,uf) ~b(u) - b, (t) x;,
(23)
E () =0(ta,x;)—0 (t, o, Xy + xtl),
8 1) =0 (toapx, +x;) -0 (t)—o,(t)x,.
Then we have
; 2
sup E|%,|” < c[E(J |AL () + A, (t)|dt>
0<t<r 0
(24)

+cE J |2, (t) + B, ()| dt
0

V0 < 7 < T.Since Ay () = [ byt & x, + x! + A%, ul)dAR,,
by the boundedness of b, , we have |A | (t)| < ¢|X,|. Further we
get

r 2 r
[E(J |A1(t)|dt) <cE | [z (25)
0 0

On the other hand, since A,(t) = _[01 [b.(t, X, + /\xtl, u;) -
bx(t)]d/\xtl, we have

r T
J |A2(t)|dtgj |[A,@®)|dt <I,+1,, (26)
0 0

Jl (b (£, x, + Ax),v) — b, ()] dAx! | dt,
0

jl (b (0, + Ax), 1) — b, (0)] dAxc| .

(27)

5
Since b, is bounded, by Lemma 3 we get
2
El1,|
T+e 1 2
<e J E J [bx (t, 0y Xy + Axtl, v) -b, (t)] d)txtl dt
T 0
< e 12
< ce” sup [E|xt|
0<t<T
< ce'.
(28)

For I,, by Holder’s inequality, Lemma 3, and the dominated
convergence theorem, it follows that

|2

2

E|L,
Jl (b, (£ i x, + Axt ) — by, (6)] dA| dt

{ T
e[
o |Jo
.JT|xt1|2dt]>
0

Jl (b, (£, x, + Axl, 1) — by (0)] dA

0

T 3/2 2/3
X{E(j jifar) }
0

2
<C.e.

(3 1
) }

(29)
Then we get
[E<Lr 1A, 0) dt>2 <E(LP+ L) e G0
and obtain
[E(JOT A, () + A, (1) dt)z <C.é +cE JOT % fdr. 3D
In the same way, we have
E Lr I8, (1) + &, (1) dt < C.® + cE Lr % fdr. (2
From (24), (31), and (32) it follows that

.
sup [E|3?t|2 <Ce+c J [ sup [E|9?5|2] dt. (33)

0<t<r 0 [0<s<t

Finally, applying Gronwall’s inequality implies (20). O
To get estimate (21), for simplicity, we introduce
0, = (t, A X, + AKX, Y, + Ay 2, + Az, (W, + AP,) nt) ,
DI (t, Op Xy + X, + AR Y, + Y + APz, + 2 + AZ,,

(Wt + P+ AWt) nt).
(34)



It is easy to check that (7, Z, W) satisfies

~[fi®+ fo®)]dt +ZdB, + YW, (j)

jeI

)d7,(j)

=G +Gy,
(35)

where

fi )= f(ta,xi, vz Wing, uy)
- f(t, Oy, Xy + xtl,yt + ytl,zt + ztl,
(W, + ) nppuif),
L) :=f (t,(xt,xt + X, Y+ vz + 2, (W, + B) nt,uf)
~f ()~ o) x - £,y
=2 fuiy O P () e ().

JjeI

_fz (t) Ztl

G, = g(xy) - g (r +x7),

Gy=g (xT + xlT) =g (%r) = gy (1) xlT-
(36)

Similar to the proof above, we have

1 1
K= [ o)z | f, o) d,
1
o[ @z,
0

o3 [ S o) T, (), ).

JjeI
1
L0 = [ 1fe©u) - fow]di,
! 1
S RIACKAEYACI
f®]drz,

S RIACKTE

+ 3 [ [up ©0) - fuy @] 1B G ().

jel
1

G, = J Ix (xT +xp + )LJ?T) dAXr,
0

1
Gy = | o (r + 2} - g, (xr)]
(37)
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Then for BSDE (35), by the estimates of BSDEs, we obtain
~ 2 . 2 NG .
sup [E|)’t| +E J |Zt| dt Z[E J | t(])l n, (j)dt
0<t<T 0

JjeI
2
<ckE
0

Jl Iy (xT + x; + MET) dAX;

2

[ o (e + 048) - g (o) e

9

[REACREEATI

2

1
Jo fre (B uf) dAx,

2

.
9
dt)z

2

[ 1 @) 1, 0] ary

J T Ll £ (@) - £, (1)) dAz,

(38)

Applying Holder’s inequality, Cauchy-Schwartz inequality,
the dominated convergence theorem, Lemma 3, and (20) and
noting the boundedness of #,, we obtain (21).

Now, we are ready to state the variational inequality.

Lemma 5. The following variational inequality holds:
T
E J h (t) x; + hy, (t) y+h, (1) z)
0
+ Zh o O B () e (j) + h(uy) - h(t)>dt]

jeI

E [¢x (er) xp + vy (30) yo + € L (1) m] <o(e).

i>1
(39)

Proof. From the optimality of (u(-), £(+)), we have
J( (),E ) -Tw(),&() <0. (40)
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By Lemmas 3 and 4, we have

E [¢ (x7) = ¢ (x7)]
=E[¢(x}) - ¢ (oer + x7) ] + E [ (20 + x7) = ¢ (x1)]

E [¢, () xp] +0(e),
Ely(v5) —v (o)l
=E[y () -y(3o+ )] +E[y (30 +3) - v()]

=E [y, () o] +0(®).
(41)

Similarly, we obtain
E [Zl (Ti)fis) - ZI (Ti)fi):| =¢E [le (1) ’1:'] +o(e).
i>1 i>1 i>1
(42)

Next, we aim to get the first term of (39). For convenience, we
introduce two notations as follows:

T
H, =E [L (h (t, oct,xf,yf,zf,"\’f”t’”f)
1 1
—h(tanx + x5+ vz

+ z,, (W, + P)n,, uf)) dt] ,

T
H,:=E l J <h<t’at’xt+xtl’yt+ytl’
0

Zy +Zt1’(‘/Vt+Pt)”t>uf>
~h () = hy (£)x} —h, (t) y}

- h, (t)Ztl - Zhw(j) ) P, (j)n, (]))dtjl .

jer
(43)

Applying the same technique to the proof of Lemma 4, we
obtain

H,~H,=o0(e). (44)

Hence

T
E ||| (e iz W) ~ h ) e
T
- J B (6)x+ b (6) y) + B (6) 2}
0

+ D hyy O () n () +h(uf) -k (t)> dt}

JjeI

+o0(e).
(45)

Thus, variational inequality (39) follows from (41)-(45).
Let us introduce the following adjoint equations:

dp, = [f, ®) pi—h, (®)] dt + [f, () p, - h, ()] dB,

+ ) [fut) ) Pre = by ()] 47, () » (46)

jel
Po="Yy (o)
_dqu = [bx (t) q; + 0y (t) kt - fx (t) pt + hx (t)] dt

~ kdB, - Y M, (j)d7, (j), (47)

jel

ar = =g (x1) pr + ¢ (x1).
where ¢,,;(t-) Puij) (0 X Yo 2, Winy_, ) for
@ = f,h. It is easy to check that SDE (46) admits a unique
solution p(-) € S*(R). Besides, the generator of BSDE (47)
does not contain M,(j). Therefore, the Lipschitz condition
is satisfied obviously. Hence (47) admits a unique solution
(q(), k(-), M(-)) € S (R)x H*(R) XH;(R). Now we establish
the stochastic maximum principle. O

Theorem 6. Let assumptions (HI1)-(H3) hold. Suppose
(u(-),&(-)) is an optimal control, (x(-), y(-),z(-), W(-)) is the
corresponding trajectory, and (p(-),q(-),k(-), M(:)) is the
solution of adjoint equations (46) and (47). Then, Vv € U, 5
(1) € A, it holds that

H(t, Ky Xts Vis Zps ‘/Vt’v’ Ps> qt’kt)
(48)
—H(t,0, x5 Yo 26 Wy thy, P Qo ki) <0, ae., as.,

E [Z (lf (Ti>€i) + q'r,-c'r,- - PT,-DTi) (771 - Ez) <0, (49)

i>1

where H : [0, TIXIXRXRXRX M, xUXxRxRxR — R
is the Hamiltonian defined by

H(t, o, x, ¥, 2,W,v, p,q,k)
=—f(ta,x,y.2,Wn,v) p+b(t,a, x,v) g+ 0 (t, o, x) k

+h(t o, x, y,2,Wn,v),
(50)

where Wn, = (W(1)n,(1),..., W(k)n,(k)).



Proof. Applying Itd’s formula to p,y, + g,x; and combining
with Lemma 5, we obtain

T
E [L (H (t’ ‘xt’xt’yt’zt’m’uf’Pt»%’kt)

_H(t’ Qs Xp> Vo 2 Wi Uy Pt’%’kt)) dt] (51)

+eE [Z (lg (1, &) + 9.C. - PT,.DT,.) Gi] <o(e),

i>1

where 6 € .7 such that £ + 0 = 57 € F#. Then it follows that

T+e
e'E [J (H (t, 0, X1 Y 20 W v, P G- Ky )

T

—H (t, 0, Xp, Yo 20 W thy, 1 G- Ky )) dt] (52)

+E |:Z (lf (Ti’gi) + qT,-C‘r,- - PT,-DTi) 91] <0.

i>1
Lettinge — 0, we obtain
[E [H (T’ aT’ xT’ y‘[’ ZT’ WT’ V’ pT’ qT’ kT)

-H (T’ Q> X5 Vs 25 W‘r’ Ups Prs s k‘r)]
(53)
+E Z (ZE (Ti’Ei) + qTiCTi - pr,»DTi) ei <0,
i>1
ae. T€[0,T].

By choosing v = u, we get (49). Setting 7 = &, then for any
v € F_ we have

E [H (T> &> X Vo> 2 Wr’ Vs Pr>qr> kT)
(54)
-H (T’ O X5 Vo> 25 W‘r’ Uss P> s k‘r)] <0, ae

Letv, =vl, +u 1, for A e ¥ andv € U. Obviously v, €
F . and [E|1/T|3 < +0c0. Then it follows that for any A € &,

IE {[H (T’ (XT’ 'xT’ y‘[” ZT’ W‘L’" Vs pT’ qT’ kT)

- H (T’ X X5 Vo> 2 W‘r’ U Pr> 9o kr)] lA} <0, ae,

(55)
which implies
E{[H (7, &g, Xp5 Yoo 2o Wes Vs o G K )
= H (7,00, X0, Y100 20 Wos U, P> G ki )| | F 1}
= H (7,00 %0y 20 Wo ¥, i s )
—H (1,0, %0 Y5 20 Woo Ui, Prr G k) <0, e, ass.
(56)

The proof is complete. O
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4. Sufficient Optimality Conditions

In this section, we add additional assumptions to obtain the
sufficient conditions for optimal controls. Let us introduce
the following.

(H4) The control domain U is a convex body in R. The
measurable functions b, f, and [ are locally Lipschitz
with respect to v, and their partial derivatives are
continuous with respect to (x, y, z, W, v).

Theorem 7. Let (H1)-(H4) hold. Suppose that the functions
oC), y(), n —
concave and (p(-),q(),k(:), M(-)) is the solution of adjoint
equations (46) and (47) corresponding to control (u(-),&(-)) €
d. Moreover, assume that y," is of the special form y;" =
K(ocT)x;'7 + ¢, Y(v,n) € o, where K is a deterministic
measurable function and { € L*(Q, F 1, P;R). Then (u,&) is
an optimal control if it satisfies (48) and (49).

Proof. Let (x,", y/", 2", W,”") be the trajectory correspond-
ing to (v,n) € o/. By the concavity of ¢,y and 5 — I(t,7), we
derive

J(vsn) =T (u,&)

T
<FE U (h(tyo, x, y7" 2 W, T, v,) — (1)) dt
0

+E [y, (05%) (00" - )]

+E [Zlf (7:&) (n; - fz)] .
. (57)
Define
Z""(t) = H (t,a, x", 37" 27 W v, proqe k) - (58)
Applying It&’s formula to (x" — x**)g, + (3" — y***)p, and
noting qr = —K (o) pr + ¢, (x%), we obtain

J(v,n) =T (u,&)

0

<E [ IT <%"’" (t) = " (1) - e (1) (%" — x°)
_ %;’5 0 (y;”ﬂ _ J’?’E> _ %:’f 0 (Z:’ﬂ _ Z?’E)

X NOIUANORIAIO)E (j)) dt}

JjeI
+E [Z (lf (7:8) + 4,C,, - pT,'DTi) (n; = E;)]

=1 + 1.
(59)
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By (48) and Lemma 2.3 of Chapter 3 in [27], we have

0€0, 7" (t). (60)

By Lemma 2.4 of Chapter 3 in [27], we further conclude that

(745 (1), 755 (0), 25 (1), T (6),0) €0,y 7 (1),
(61)
Finally, by the concavity of H(t, &, -, *» > P> ;> k;) and (49),

we obtain I} < 0,T, < 0. Thus, it follows that J (v, ) - J (1, §) <
0. We complete the proof. O

5. Application in Finance

This section is devoted to studying an investment and con-
sumption model under the stochastic recursive utility arising
from financial markets, which naturally motivates the study
of the problem (7) and (8).

5.1. An Example in Finance. In a financial market, suppose
there are two kinds of securities which can be invested: a
bond, whose price Sy(t) is given by

dSy (t) = 1,8, () dt, S, (0) >0, (62)

and a stock, whose price is

ds, ) =S, () (wdt +0,dB,), S;(0)>0. (63)
Here, {B,} is the standard Brownian motion and r,, 4,, and
o, are bounded deterministic functions. For the sake of
rationality, we assume g, > 7,, g} > 8 > 0. Here, & stands for
a positive constant, which ensures that o, is nondegenerate.
In reality, in order to get stable profit and avoid risk of
bankruptcy, many small companies and individual investors
usually make a plan at the beginning of a year or a period, in
which the weight invested in stock was fixed. Denote by 7, the
weight invested in stock which is called the portfolio strategy.
It means no matter how much the wealth x, is, the portfolio
strategy 7, is fixed, which is a bounded deterministic function
with respect to t. Then the wealth dynamics are given as

dx, = [ryx, + (g — 1) 1%, — 6] dt
+ o,m,x,dB, — 6dn,, (64)
xXg=x>0,

where 6 > 0,¢ > 0, and 7, Yis1 Miliz,) (). Here,
¢ is a continuous consumption process, 7, is a piecewise
consumption process, and 0 is a weight factor. Not only in the
mode of continuous consumption, but also in reality society,
one consumes piecewise. Hence our setting of consumption
process is practical.

Besides, if the macroeconomic conditions are also taken
into account in this model, above model has obvious
imperfections because it lacks the flexibility to describe
the changing stochastically of investment environment. One
can modulate the uncertainty of the economic situation by

a continuous-time finite-state Markov chain. Then the wealth
is formulated by a switching process as

dx, = [r (t> “t) X+ (P‘ (t> (Xt) -r (t’ “r)) T (t7 (xt) Xy — Ct] dt
+o(t,a)m(t o) x,dB, — Odn,,
Xy = X, oy = 1.
(65)

Let U be a nonempty subset of {R, U 0} and K a nonempty
convex subset of {R, U 0}. Suppose {#,} is the natural
filtration generated by the Brownian motion and the Markov
chains, ¢, is an F,-progressively measurable process satisfy-
ing

T
G €U, as, ae, [Ej |ct|3dt < 400, (66)
0

{r;} is a fixed sequence of increasing F,-stopping times, and
each #; is an & -measurable random variable satisfying

2
n; € K, as., [E(Z |17i|> < +00. (67)

i>1

We consider the following stochastic recursive utility, which
is described by a BSDE with the Markov chain «:

~dy, = [b(t,a) %, + f(to) y + g (t ) 2, — ¢ ] dt

- zdB, - Z‘/Vt (j)d7 . (j) - Gdn,, (68)
jeI

Yr = X5

where I = 1,2,...,k, { > 0. The recursive utility is
meaningful in economics and theory. Details can be found
in Duffie and Epstein [5] and El Karoui et al. [6].

Define the associated utility functional as

)I—R

T
](C(-),ﬂ(-))=[E“ Le*ﬁt(ct

Sy, 2
———dt+=-)n, +Hy, |,
Lt 2;'1, Yo

(69)

where L, S, and H are positive constants, 8 is a discount
factor, and § € (0,1) is also called Arrow-Pratt index of
risk aversion (see, e.g., Karatzas and Shreve [28]). To get the
explicit solution, we also assume b(t,«,) > 0. The first and
second terms in (69) measure the total utility from c(-) and
n(-), while the third term characterizes the initial reserve
¥o- It is natural to desire to maximize the expected utility
functional representing cumulative consumption and the
recursive utility y,, which means to find (c(:), #(-)) satistying
(66) and (67), respectively, to maximize J(c(-),#(-)) in (69).
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We solve the problem by the maximum principle derived
in Section 3. The Hamiltonian corresponding to this model is

H (t, o, %, y,2,¢, p,q, k)
=-plb(ta)x+f(ta) y+g(t.a)z—c]
+qlr(to)x+(p(t o) —r(to))m(t o) x —c]

()™
+ko(t,o)m(t o) x + Le‘ﬁtﬁ,

(70)

where (p,q,k, M) is the solution of the following adjoint
equations:

dp, = f (t. &) pdt + g (t, ;) p,dB,,
po =-H,
—dg, = [(r(to) + (u(t o) -7 (L)) m (t, ) g,
+o(te)m(t,o)k, —b(t o) p,]dt

~ kdB, - Y M, (j)d7, (j),

jeI

(71)

(72)

qr = —Pr-

From (71) it is easy to obtain that

o[ e 2ot
(73)

t
+ J g (s a) dBS} <0.
0
To solve (72), we introduce the dual process

dA; = [r(s,a) (1 -7 (s,a,)) +p(s,a)m(s )] Ads
+o(s,a)m(s,a)AdB,,

A=1, (s=t).

(74)

Actually, (74) is solved by

A= e[ [rwa) 0-n(ma)) +ulna) n(na)

- %02 (t,0,) 7 (7, ocT)] dr

+ ra(r, o) (T, ap) dBT} > 0.
(75)
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Applying Itd’s formula to A g, and taking conditional expec-
tation with respect to &, we obtain

q,=E [—pTAT - Jth(s, o) pAds | F,
= e [ew | [ [ () +r(na) (1 - (ra)

Fu(na)(na) - 54 (rna,)

- %oz (t,a,) * (1, ,) | dT

. Lt [r(a) (1-7(ra)
+u(r,o)m(r, )

1 2 2
- 30 (ma) 7 (na) | dr
o[ lotra) +o(na)n(na)]as,

- Jt o(r,a,)m(1,a,) dBT} + Jth(5> o)

0

X exp {Js [f(r, o) +r(ra,)(l-n(r,a,))

0
Fu(na)(na) - 54 (na,)

1
- 502 (t,a,) 7" (1,,) | dT

+u(ro)m(r,ar)

- %02 (t,a,) 7" (7, (xT)] dr

N
v | lo(na) +o(ma)m(na)]as,
t
- J O'(T,OCT)T[(T,OCT)dBT} ds | Fit] .
0
(76)
Note that b(t,e;,) > 0; then we have g, > 0. Thus,
by Theorem 6 we get the optimal consumption processes

(c*(-),n" () for the regime-switching investment-consump-
tion problem (65)-(69) as follows:

. I \VR
¢ = < ) e PR ae, as.,
q9: — Pt

* qu—i - (p‘r,.
qi - S 4

where (p,, q,) is given by (73) and (76), respectively.

(77)

Vi>1, as,
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5.2. Numerical Simulation. In this part, we calculate the
optimal consumption functions explicitly according to (71)-
(77) in the case that all coeflicients are constants and discuss
the relationship between consumption and some financial
parameters, which can further illustrate our results obtained
in this paper. We only consider the optimal regular consump-
tion process ¢*(-) and in this case the Markov chain o, = «
has two states {1, -1}. Here o, will not change from 0 to T.
Further we fix [H, 3, L,R] = [0.1,0.5,2,0.2] and T = 1 year
throughout this part.

5.2.1. The Relationship between c*(t) and r. As o = 1, we set

[r1,72,73, f (&), g (@), (@) , 0 (@) , b () , ]
=[0.02,0.03,0.04,0.1,0.1,0.5,0.2,0.2,0.05] .

(78)

From Figurel, we find that the higher the risk-free
interest rate is, the lower the optimal consumption is. It coin-
cides with the financial behaviors in reality. As the risk-free
interest rate r grows higher, the investors can gain more
profits via deposit. Consequently, the desire of consumption
is declined.

As o = —1, we set

[r1,72,73, f (a), g (a) , 71 (@), 0 (), b (), ] )
=[0.02,0.03,0.04, 0.05,0.05, 0.4, 0.3,0.15, 0.05] .

Figure 2 shows the influence of risk-free interest rate
on the optimal consumption function as « = -1. Same
as Figure 1, when the risk-free interest rate gets higher, the
optimal consumption becomes smaller. From Figures 1 and
2, we also find that under different strategies of government’s
macrocontrol (different «), the optimal consumption has
different values and changes trends with respect to t, even for
the same risk-free interest rate . It is natural because o affects
some parameters in this model such as f, g, 1, 0, and b.

5.2.2. The Relationship between c*(t) and y. The following
two figures show the relationships between the optimal con-
sumption function and appreciation rate of stock. First, for
a =1, wefix

(1, 02,43, f (@), g (@), 1 () ;0 (@) , b (@) , 7]
= [0.05,0.06,0.07,0.1,0.1,0.5,0.2,0.2,0.02] .

(80)

From Figure 3, we can see that the higher the appreciation
rate of stock is, the lower the optimal consumption is. It is also
reasonable since a higher appreciation rate of stock y inspires
investors to put more money into stock market and thereby
reduce the consumption. For a = —1, we fix

(11, p2,u3, f (@), g (a), 7 (@) ,0 (), b (), 7]
= [0.05,0.06,0.07,0.05,0.05,0.4,0.3,0.15,0.02] .

(81)

Figure 4 also presents the same influence of appreciation
rate on the optimal consumption function as « = -1. In
addition, Figures 3 and 4 enhance us to understand that the

1

Optimal consumption function ¢ (t)

0 1 1 1 1 1 1 1 1 1
0 01 02 03 04 05 06 07 08 09 1
Time (t)
— r1 =0.02
-- r2=0.03
r3 =0.04

FIGURE 1: The relationship between ¢*(f) and r as o = 1.

Optimal consumption function c” (t)

0 I I I I I I I I I
0 01 02 03 04 05 06 07 08 09 1
Time (t)
— r1 =0.02
- - r2=0.03
r3 =0.04

FIGURE 2: The relationship between ¢*(¢) and r as a = —1.

optimal consumption has different values and changes trends
with respect to t for the same appreciation rate ¢ by consid-
ering different strategies of government’s macrocontrol.

Based on Figures 1-4, we analyze the relationships be-
tween the optimal consumption function and the risk-free
interest rate, the appreciation rate of stock, and the gov-
ernment’s macrocontrol, which are quite important and ap-
plicable in financial problems.

6. Conclusion

In this paper, we consider the optimal control problem
of forward-backward Markovian regime-switching systems
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x10*

Optimal consumption function c” (¢)

0.5 : T T
0 01 02 03 04 05 06 07 08 09 1
Time (t)
— ul =005
Co u2=10.06
3 = 0.07

FIGURE 3: The relationship between ¢*(t) and pras & = 1.

Optimal consumption function c¢” (t)

O 1 1 1 1 1 1 1 1 1
0 01 02 03 04 05 06 07 08 09 1
Time (t)
— ul =005
-.— U2 =0.06
u3 =0.07

FIGURE 4: The relationship between ¢*(¢) and pas o« = —1.

involving impulse controls. The control system is described
by FBSDEs involving impulse controls and modulated by
continuous-time, finite-state Markov chains. Based on both
spike and convex variation techniques, we establish the
maximum principle and sufficient optimality conditions for
optimal controls. Here, the regular control does not enter
in the diffusion term of the forward system. In the future,
we may focus on the cases that the diffusion coeflicient
contains controls, fully coupled forward-backward Marko-
vian regime-switching system involving impulse controls,
and game problems in this framework. It is worth pointing
out that if the domain of regular control is not convex and
the control enters in the forward diffusion coeflicient, it will

Mathematical Problems in Engineering

be more complicated and bring some difficulties immediately
by applying spike variation. Based on the methods and results
of [13], we hope to further research for such kind of control
problems and investigate more applications in reality.
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