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#### Abstract

Recently, the first oligopolistic competition model of the closed-loop supply chain network involving uncertain demand and return has been established. This model belongs to the context of oligopolistic firms that compete noncooperatively in a Cournot-Nash framework. In this paper, we modify the above model in two different directions. (i) For each returned product from demand market to firm in the reverse logistics, we calculate the percentage of its optimal product flows in each individual path connecting the demand market to the firm. This modification provides the optimal product flow routings for each product in the supply chain and increases the optimal profit of each firm at the Cournot-Nash equilibrium. (ii) Our model extends the method of finding the Cournot-Nash equilibrium involving smooth objective functions to problems involving nondifferentiable objective functions. This modification caters for more real-life applications as a lot of supply chain problems involve nonsmooth functions. Existence of the Cournot-Nash equilibrium is established without the assumption of differentiability of the given functions. Intelligent algorithms, such as the particle swarm optimization algorithm and the genetic algorithm, are applied to find the Cournot-Nash equilibrium for such nonsmooth problems. Numerical examples are solved to illustrate the efficiency of these algorithms.


## 1. Introduction

In the past decade, the perfect competition equilibrium models of the supply chain network (SCN) have been widely studied. For instance, a perfect competition deterministic equilibrium model and a stochastic equilibrium model involving a lot of decision-makers were first established by Nagurney et al. [1] and Dong et al. [2], respectively. On the other hand, a perfect competition equilibrium model of a reverse SCN was constructed by Nagurney and Toyasaki [3] for the optimal management of the electronic wastes. Moreover, perfect competition equilibrium models of a closedloop supply chain (CLSC) network were established by Hammond and Beullens [4] and Yang et al. [5] for the optimal management of waste electrical/electronic equipment and raw material, respectively. Qiang et al. [6] were the first
to investigate a stochastic equilibrium model of a CLSC network, which involved uncertainties in demands, but not uncertainties in returns. The equilibrium conditions of all the above papers were obtained by the theory of variational inequality and were solved by the modified projection method (Korpelevich [7]).

Nowadays, more firms are aware of the importance of integrating the supply chain as a whole, consisting of all the marketing activities of all the competitors. The integration of the entire supply chain generates oligopolistic competition among firms. As a consequence, research works were recently extended from the perfect competition markets model to the oligopolistic firms model in the forward SCN. The oligopolistic competition among firms in the forward SCN was considered in a lot of real-life situations. For instance, oligopolistic
competition equilibrium models of a forward SCN were established by Masoumi et al. [8] and Yu and Nagurney [9] for the optimal management of perishable products such as pharmacies and fresh foods and by Nagurney and Yu [10] for the minimization of emission-generations. The equilibrium conditions of these models were also obtained by the theory of variational inequality and were solved by the Euler method (Dupuis and Nagurney [11]).

However, for both perfect competition and oligopolistic competition, the CLSC integrating the forward and reverse supply chain is more important than the forward supply chain alone due to the government legislation (such as the paper recycling directive and WEEE within the European Union [12]). Moreover, the process used in the CLSC to recycle used products (such as papers, glass, building wastes, and electronic and electrical equipment) for minimizing resource wastage also leads to people's understanding of the green supply chain management (GSCM) (Sheu and Talley [13] and Seuring [14]). Research work on oligopolistic competition model of the CLSC network only began very recently. The first oligopolistic competition equilibrium model of the CLSC network was established recently by Zhou et al. [15].

The model developed by Zhou et al. [15] belongs to the context of oligopolistic firms that compete noncooperatively in a Cournot-Nash framework in a stochastic environment. Since the demands and returns are uncertain, two types of risk, namely, the overstocking and understocking of multiproducts in the forward supply chain, are considered. By using the quantities of each new product and the path flows of each product on the forward supply chain as the decision variables, every oligopolistic firm's expected profit can be maximized at the Cournot-Nash equilibrium. The equilibrium condition of this model was also obtained by the theory of variational inequality; the variational inequalities in this paper were solved by the logarithmic quadratic proximal prediction-correction method (He et al. [16]).

As mentioned in the abstract, we modify the above model in two different directions as follows:
(i) The model of Zhou et al. [15] can calculate the optimal product flow in each path from firms to demand markets in the forward logistics, but not in paths from demand markets to firms in the reverse logistics because the quantity of the returned products from each demand market is a random variable. In this paper, for each returned product $j$ from demand market $R_{k}$ to firm $i$ in the reverse logistics, we can calculate the percentage of its optimal product flows in each individual path connecting the above demand market to the above firm. This modification provides the optimal product flow routings for each product in the entire supply chain and hence can increase the optimal profit of each of the firms at the CournotNash equilibrium.
(ii) Our proposed model extends the method of finding the Cournot-Nash equilibrium for CLSC problems involving smooth objective functions to problems involving nondifferentiable objective functions. This modification caters for more real-life applications as
a lot of supply chain problems involve nonsmooth objective functions.

In this paper, we establish the Cournot-Nash equilibrium without the assumption of differentiability on the given functions and use intelligent algorithms, such as the genetic algorithm and the particle swarm optimization (PSO) algorithm, for finding the Cournot-Nash equilibrium for nonsmooth CLSC problems.

Genetic algorithm (Holland [17]) is a common intelligent optimization algorithm, which can find the Nash (Nash [18, 19]) equilibrium effectively. For instance, genetic algorithm has been used for finding the Stackelberg- [20] Nash equilibrium of a nonlinear, nonconvex, nondifferentiable multilevel programming model (Liu [21]). Complicated SNC problems involving the design of the hierarchical spanning tree network (Kim et al. [22]) and that of a vendor managed inventory SNC network (Yu and Huang [23]) were also successfully solved by the genetic algorithm. In these papers, the efficiency of the genetic algorithm for solving complicated combinational problems, in terms of both speed and accuracy, has been demonstrated.

The PSO algorithm, originally proposed by Eberhart and Kennedy [24], is a member of the swarm intelligence methods (Kennedy and Eberhart [25]) for solving global optimization problems. Similar to a lot of intelligent optimization algorithms, the PSO algorithm does not require the gradient information of both the objective functions and the constraint functions, but only their values. Thus, it is easily implemented and computationally inexpensive and has been successfully applied to solve continuous optimization problems as well as discrete optimization problems (Goksal et al. [26]). Numerical results have shown that the PSO algorithm is more efficient than the genetic algorithm, especially for solving problems involving continuous solution space. For instance, Kadadevaramath et al. [27] and Govindan et al. [28] solved, respectively, a three-echelon SCN problem and an optimization problem involving both the economic and environmental benefits of a perishable food SCN by both the genetic algorithm and the PSO algorithm. Numerical results indicated that the PSO algorithm is more efficient than the genetic algorithm, in terms of the accuracy of the optimal solutions.

In Section 5 of this paper, two numerical examples are solved to compare the efficiencies of the PSO algorithm, the genetic algorithm, and an algorithm based on variational inequalities for finding the Cournot-Nash equilibrium. In one numerical example (Example 1), the results show that when all the given functions are differentiable, the efficiencies of the PSO algorithm, the genetic algorithm, and the algorithm based on variational inequality are almost the same, in terms of the accuracy of the computed equilibrium. However, the PSO algorithm is just as efficient as the algorithm based on variational inequality but more efficient than the genetic algorithm, in terms of the total computational time required to obtain the equilibrium. In another numerical example (Example 2), the results show that, for problems involving nonsmooth objective functions, the PSO algorithm and the genetic algorithm can still find the Cournot-Nash


Figure 1: The CLSC network topology.
equilibrium efficiently, but the algorithm based on variational inequality is not efficient.

The rest of this paper is as follows. Section 2 develops the oligopolistic CLSC network model with multiproducts and uncertain demands and returns and constructs the CournotNash equilibrium conditions for our model. Section 3 proves the existence of the Cournot-Nash equilibrium for our model. Section 4 presents a PSO algorithm and a genetic algorithm to find the Cournot-Nash equilibrium. In Section 5, numerical examples are solved to compare the effectiveness of the PSO algorithm, the genetic algorithm, and an algorithm based on variational inequality for finding the Cournot-Nash equilibrium. Section 6 presents our summary and conclusion.

## 2. An Equilibrium Model of a CLSC Network under Oligopolistic Competition among Firms Involving Product Flow Routings in Both Forward and Reverse Logistics

Zhou et al. [15] have established the first oligopolistic competition model of the closed-loop supply chain network (CLSC) involving uncertain demand and return. This model belongs to the context of oligopolistic firms that compete noncooperatively in a Cournot-Nash framework. In this model, they maximize every oligopolistic firm's expected profit by deciding the optimal production qualities of each new product as well as the amount of product flows in each individual path containing firms to demand markets in the forward logistics. Due to the fact that the quantities of returned products are random variables, they are unable to calculate the optimal amount of product flows in the reverse logistics. In this paper, we modify the above model by including the percentage of product flows in each path in the reverse logistics as a decision variable.

The topology of the network of our model is shown in Figure 1. Each firm $i(i=1, \ldots, I)$ produces $J$ products. In order to satisfy the demand, the firms either manufacture new products or remanufacture used products through recycling used components obtained from the previous production period. Both the demands and returns are random variables having uniform distributions. As mentioned in the previous paragraph, each firm determines the optimal production quantities of the new products, the amount of product flows in each path in the forward logistics, and the percentage of product flows in each path in the reverse logistics to maximize its profit.

In the closed-loop supply chain, each firm is represented as a network of its economic activities. In the forward logistics, firm $i(i=1, \ldots, I)$ has $n_{M}^{i}$ manufacturing faculties/plants and $n_{D}^{i}$ distribution centers and serves the same $n_{R}$ demand markets. In the reverse logistics, firm $i$ has $n_{C}^{i}$ recovery centers. The activities in the forward supply chain involve the production, remanufacturing, delivery, and distribution of products. The activities in the reverse supply chain involve the disposal, recycling, and returning of products.

In Figure 1, the links from the top-tiered $i(i=1, \ldots, I)$ of the forward logistics representing the individual firm are connected to the manufacturing nodes of the respective firm $i$, which are denoted by $M_{1}^{i}, \ldots, M_{n_{M}^{i}}^{i}$, respectively. The links from the manufacturing nodes are, in turn, connected to the distribution center nodes of firm $i$, which are denoted by $D_{1}^{i}, \ldots, D_{n_{D}^{i}}^{i}$, respectively. The links from the distribution centers nodes are, in turn, connected to the demand market nodes, denoted by $R_{1}, \ldots, R_{n_{R}}$, respectively; each of these demand markets is served by all the firms.

Also, in Figure 1, the links from every demand market node $R_{k}\left(k=1, \ldots, n_{R}\right)$ of the reverse logistics are connected
to all the recovery center nodes of firm $i$, which are denoted by $C_{1}^{i}, \ldots, C_{n_{C}^{i}}^{i}$, respectively. Finally, the links from the recovery centers nodes are connected to firm $i$ to complete a single loop.

Thus, our CLSC network is one which incorporates the forward supply chain processes (such as production, remanufacturing, delivery, and distribution) with the reverse supply chain processes (such as disposal, recycling, and returning) to form a closed-loop network.

We wish to emphasize that the network topology in Figure 1 is for demonstration purpose only. In fact, the model can handle any prospective closed-loop chain network topology, provided that there are top-tiered nodes to represent each firm and bottom-tiered nodes to represent the demand markets with two sequences of directed links containing each top-tiered node to each bottom-tiered node in the forward and reverse directions, respectively.

In the forward supply chain, any set of correlated links that can connect a firm to a demand market via a manufacturer and a distribution center form a forward path $p^{f}$. Similarly, in the reverse supply chain, any set of correlated links that can connect a demand market to a firm via the recovery center form a reverse path $p^{r}$. From the discussion in the previous paragraph, the structure of our model can be completed specified by its forward and reverse paths.

We now give a few assumptions together with their justifications. These are common assumptions in the CLSC literature, except possibly for (A8). (See Hammond and Beullens [4] and Zhou et al. [15] for details.)

Assumption A. (A1) The demand for product $j(j=1, \ldots, J)$ of firm $i(i=1, \ldots, I)$ at demand market $R_{k}\left(k=1, \ldots, n_{R}\right)$ in one production period, denoted by $\hat{d}_{i j k}$, is a random variable. Any two demands $\widehat{d}_{i_{1} j_{1} k_{1}}$ and $\widehat{d}_{i_{2} j_{2} k_{2}}$ with $\left(i_{1}, j_{1}, k_{1}\right) \neq$ $\left(i_{2}, j_{2}, k_{2}\right)$ are independent of each other. This assumption is due to the fact that all the buyers are independent.
(A2) A fraction of the used products which is in good condition will be returned to the firms for remanufacturing; the remainder of used products which is not in good condition will be sent to the landfill for disposal. Thus, we assume that, for any used product $j(j=1, \ldots, J)$ which is in good condition, a cost of $\rho_{j}^{\mathrm{Re}}$ per item will be charged to the firms for the purchase of these used products. For any used product $j(j=1, \ldots, J)$ which is not in good condition, a cost of $\bar{\rho}$ (independent of $j$ ) per item will be charged to the firms for the disposal of these used products at the landfall.
(A3) All the returned products are remanufacturable. This assumption is a direct consequence of (A2).
(A4) The return of used product $j(j=1, \ldots, J)$ from demand market $R_{k}\left(k=1, \ldots, n_{R}\right)$ to firm $i(i=1, \ldots, I)$ in one production period, denoted by $\widehat{r}_{k j i}$, is a random variable. Any two returns $\widehat{r}_{k_{1} j_{1} i_{1}}$ and $\widehat{r}_{k_{2} j_{2} i_{2}}$ with $\left(k_{1}, j_{1}, i_{1}\right) \neq\left(k_{2}, j_{2}, i_{2}\right)$ are independent of each other. This assumption is due to the fact that all the customers are independent.
(A5) Due to the existence of modern manufacturing technologies, manufacturers can easily transform the remanufactured products into as-new products. Thus, we assume that there is no distinction between the qualities of the brand
new products and the remanufactured products and they are sold to the markets at the same price.
(A6) The operational cost of product $j$ on any link $a$ in the forward logistics, denoted by $\widehat{c}_{j a}$, is a continuous function of all the link flows of this product in the forward supply chain. In other words, $\widehat{c}_{j a}$ depends continuously not only on the product flow in link $a$, but also on the product flows in all the manufacturer links and all the shipment links and all the distribution links. Consequently, the operation cost of product $j$ on any path $p^{f}$ in the forward supply chain, denoted by $\widehat{c}_{j p f}$, is also a continuous function of all the path flows of its product in the forward supply chain. This assumption is due to the fact that competition for business exists among all the companies involving economic activities in the forward logistics.
(A7) The operational cost of product $j$ on any path $p^{r}$ in the reverse logistics, denoted by $\widehat{c}_{j p^{r}}$, is a continuous function of the path flow of this product on $p^{r}$ only.
(A8) For product $j(j=1, \ldots, J)$ of firm $i(i=1, \ldots, I)$, the cost of manufacturing $z$ items of new product $j$ by firm $i$ is $\bar{f}_{i j}(z)$, and the cost of remanufacturing $z$ items of returned product $j$ by firm $i$ is $\bar{f}_{i j}^{\mathrm{Re}}(z)$, where $\bar{f}_{i j}$ and $\bar{f}_{i j}^{\mathrm{Re}}$ are given continuous functions. Due to the operational advantages, the manufacturing costs are higher than the remanufacturing costs; that is,

$$
\begin{equation*}
\bar{f}_{i j}(z)>\bar{f}_{i j}^{\mathrm{Re}}(z) \tag{1}
\end{equation*}
$$

for $i=1, \ldots, I$ and $j=1, \ldots, J$.
(Note that, due to the logistics advantages, the optimal strategies of any firm $i(i=1, \ldots, I)$ at the CournotNash equilibrium must automatically satisfy the following relationship: total reverse logistics costs of firm $i$ (i.e., total purchase costs of returned products + total transportation costs of returned products) + total remanufacturing costs of firm $i<$ total manufacturing costs of firm $i$.)
(A9) Due to the limitation of the facilities at the manufacturers' factories, the quantity of new product $j(j=1, \ldots, J)$ manufactured by firm $i(i=1, \ldots, I)$ in one production period cannot exceed $\bar{x}$, where $\bar{x}$ is a positive integer.

In order to formulate the problem of finding the CournotNash equilibrium for our CLSC network, we first formulate three types of decision variables, namely, the quantity of new manufactured product, the amount of product flows in each path in the forward logistics, and the percentage of product flows in each path in the reverse logistics.

For any firm $i(i=1, \ldots, I)$, there are $n_{M}^{i}$ manufacturers and $n_{D}^{i}$ distribution centers served for firm $i$ in the forward logistics. Thus, there are altogether $n_{M}^{i} \times n_{D}^{i}$ different paths which can connect firm $i$ to demand market $R_{k}(k=$ $1, \ldots, n_{R}$ ) via the manufacturers and distribution centers. Let $P_{k}^{i}$ denote the set of all the forward paths associated with firm $i$ and demand market $R_{k}$ and let $P$ denote the set of all the forward paths associated with all the firms and all the demand markets. For each $p^{f} \in P_{k}^{i}$, let $x_{j p^{f}}$ be the amount of product flows of product $j$ in the forward path $p^{f}$.

For any firm $i(i=1, \ldots, I)$, there are $n_{C}^{i}$ recovery centers served for firm $i$ in the reverse logistics. Thus, there are altogether $n_{C}^{i}$ different paths which can connect demand market $R_{k}\left(k=1, \ldots, n_{R}\right)$ to firm $i$ via the recovery centers. Let $\widehat{P}_{k}^{i}$ denote the set of all the reverse paths associated with firm $i$ and demand market $R_{k}$. For each returned product $j$ from demand market $R_{k}$ to firm $i$ in the reverse logistics, let $y_{j p^{r}}$ be the percentage of its optimal product flows in the path $p^{r}$ connecting the above demand market to the above firm.

For any firm $i(i=1, \ldots, I)$ and product $j(j=1, \ldots, J)$, let $x_{i j}^{\text {New }}$ be the quantity of new product $j$ manufactured by firm $i$ in one production period.

Thus, there are altogether $\left(n_{M}^{i} \times n_{D}^{i}\right) \times n_{R}+n_{C}^{i} \times n_{R}+1$ decision variables associated with firm $i$ and product $j$ for any $i=1, \ldots, I, j=1, \ldots, J$, where the $\left(n_{M}^{i} \times n_{D}^{i}\right) \times n_{R}$ decision variables are of the form $x_{j p}$, which represent the amount of the flows of product $j$ on all the forward paths $p^{f} \in P_{k}^{i}$ $\left(k=1, \ldots, n_{R}\right)$, the $n_{C}^{i} \times n_{R}$ decision variables are of the form $y_{j p^{r}}$, which represent the percentage of the flows of product $j$ in all the reverse paths $p^{r} \in \widehat{P}_{k}^{i}\left(k=1, \ldots, n_{R}\right)$, and the other decision variable is of the form $x_{i j}^{\text {New }}$, which represents the quantity of new product $j$ manufactured by firm $i$.

Let

$$
\begin{align*}
X_{i j} & \equiv\left\{\left(x_{j p^{f}}, y_{j p^{r}}, x_{i j}^{\text {New }}\right) \mid p^{f} \in P_{k}^{i}, p^{r} \in \widehat{P}_{k}^{i}, k\right. \\
& \left.=1, \ldots, n_{R}\right\} \in \mathbb{R}_{+}^{\left(n_{M}^{i} \times n_{D}^{i}+n_{C}^{i}\right) \times n_{R}+1} \tag{2}
\end{align*}
$$

be the vector representing all the decision variables associated with firm $i$ and product $j$.

Let

$$
\begin{equation*}
X_{i} \equiv\left(X_{i 1}, \ldots, X_{i J}\right)^{T} \in \mathbb{R}_{+}^{\left(n_{M}^{i} \times n_{D}^{i}+n_{C}^{i}\right) \times n_{R} J+J} \tag{3}
\end{equation*}
$$

be the strategy vector representing the overall decision variables associated with firm $i$.

Then

$$
\begin{equation*}
X \equiv\left(X_{1}, \ldots, X_{i}, \ldots, X_{I}\right)^{T} \in K \tag{4}
\end{equation*}
$$

is the overall decision variables for the entire CLSC network, where $K \equiv \mathbb{R}_{+}^{\sum_{i=1}^{I}\left(n_{M}^{i} \times n_{D}^{i}+n_{C}^{i}\right) \times n_{R} J+I J}$.

We now formulate all the constraints in the reverse logistics. From the definition of $y_{j p^{r}}$, we have

$$
\begin{align*}
& \quad 0 \leq y_{j p^{r}} \leq 1 \\
& j=1, \ldots, J, p^{r} \in \widehat{P}_{k}^{i}\left(i=1, \ldots, I, k=1, \ldots, n_{R}\right),  \tag{5}\\
& \sum_{p^{r} \in \widehat{P}_{k}^{i}} y_{j p^{r}}=1 \tag{6}
\end{align*}
$$

$$
i=1, \ldots, I, j=1, \ldots, J, k=1, \ldots, n_{R}
$$

Thus (5) provides upper and lower bounds for the product flow $y_{j p^{r}}, j=1, \ldots, J, p^{r} \in \widehat{P}_{k}^{i}\left(i=1, \ldots, I, k=1, \ldots, n_{R}\right)$ in the reverse logistics.

Since the total amount of returned product $j$ from demand market $R_{k}$ to firm $i$ is $\widehat{r}_{k j i}$, it is clear that the amount
of product flow in the reverse path $p^{r}\left(p^{r} \in \widehat{P}_{k}^{i}\right)$ is equal to $x_{j p^{r}}$, where

$$
\begin{align*}
& x_{j p^{r}}=y_{j p^{r}} \hat{r}_{k j i} \\
& \quad j=1, \ldots, J, \forall p^{r} \in \widehat{P}_{k}^{i},\left(i=1, \ldots, I, k=1, \ldots, n_{R}\right) . \tag{7}
\end{align*}
$$

We now formulate all the constraints in the forward logistics.

In view of (A9), we have

$$
\begin{equation*}
x_{i j}^{\text {New }} \leq \bar{x} . \tag{8}
\end{equation*}
$$

Constraint (8) provides an upper bound for the quantity of new product $j(j=1, \ldots, J)$ manufactured by firm $i(i=$ $1, \ldots, I$ ).

Let $x_{i j}^{\mathrm{Re}}$ be the random variable representing the quantity of product $j$ remanufactured by firm $i$ in one production period. Then in view of (A3) and (A4), we have

$$
\begin{equation*}
x_{i j}^{\mathrm{Re}}=\sum_{k=1}^{n_{R}} \widehat{r}_{k j i}, \tag{9}
\end{equation*}
$$

In view of (9), the following flow inequality, which provides an upper bound for the total amount of flows of product $j(j=1, \ldots, J)$ from firm $i(i=1, \ldots, I)$ to all the demand markets in the forward supply chain, must hold:

$$
\begin{equation*}
\sum_{k=1}^{n_{R}} \sum_{p^{f} \in P_{k}^{i}} x_{j p^{f}} \leq x_{i j}^{\mathrm{New}}+E\left(\sum_{k=1}^{n_{R}} \widehat{r}_{k j i}\right) \tag{10}
\end{equation*}
$$

Furthermore, the following flow inequality, which provides a lower bound for the amount of flows of product $j$ $(j=1, \ldots, J)$ from firm $i(i=1, \ldots, I)$ to the demand market $k\left(k=1, \ldots, n_{R}\right)$ in the forward supply chain, must also hold:

$$
\begin{equation*}
E\left(\widehat{r}_{k j i}\right) \leq \sum_{p^{f} \in P_{k}^{i}} x_{j p^{f}} \tag{11}
\end{equation*}
$$

We now formulate different cost functions for our CLSC network. We first formulate the expected penalty cost (due to excessive or insufficient supply).

Consider the forward supply chain involving firm $i(i=$ $1, \ldots, I)$, product $j(j=1, \ldots, J)$, and demand market $R_{k}$ ( $k=1, \ldots, n_{R}$ ). Let $v_{i j k}$ denote the quantity of product $j$ supplied by firm $i$ to demand market $R_{k}$ in one production period. Then the above quantity is equal to the total amount of flows of product $j$ on paths connecting firm $i$ to demand market $R_{k}$. Thus,

$$
\begin{equation*}
v_{i j k}=\sum_{p^{f} \in P_{k}^{i}} x_{j p^{f}} . \tag{12}
\end{equation*}
$$

Let $\widehat{d}_{i j k}$ be the total demand associated with firm $i$, product $j$, and demand market $R_{k}$ in one production period. Let $\mathscr{F}_{i j k}$ be the probability density function of $\widehat{d}_{i j k}$. Then

$$
\begin{equation*}
\operatorname{Pr}\left(\widehat{d}_{i j k} \leq x\right)=\int_{0}^{x} \mathscr{F}_{i j k}\left(\widehat{d}_{i j k}\right) \mathrm{d} \widehat{d}_{i j k}, \tag{13}
\end{equation*}
$$

where $\operatorname{Pr}$ denote the probability. For each product $j$, let

$$
\begin{equation*}
\widehat{d}_{j}=\left(\widehat{d}_{1 j 1}, \ldots, \widehat{d}_{1 j n_{R}}, \ldots, \widehat{d}_{I j 1}, \ldots, \widehat{d}_{I j n_{R}}\right)^{T} \in R^{I \times n_{R}} \tag{14}
\end{equation*}
$$

denote the vector consisting of all the demands of product $j$ in the entire CLSC network.

Now, the quantity of product $j$ supplied by firm $i$ to demand market $R_{k}$ cannot exceed the minimum of $v_{i j k}$ and $\widehat{d}_{i j k}$. In other words, the actual sale of these products is equal to $\min \left\{v_{i j k}, \widehat{d}_{i j k}\right\}$. Let

$$
\begin{align*}
& \Delta_{i j k}^{+}=\max \left\{0, v_{i j k}-\widehat{d}_{i j k}\right\}, \\
& \Delta_{i j k}^{-}=\max \left\{0, \widehat{d}_{i j k}-v_{i j k}\right\}, \tag{15}
\end{align*}
$$

denote, respectively, the quantity of the overstocking and the understocking of product $j$ associated with firm $i$ and demand market $R_{k}$. The expected values of $\Delta_{i j k}^{+}$and $\Delta_{i j k}^{-}$are given by

$$
\begin{align*}
& E\left(\Delta_{i j k}^{+}\right)=\int_{0}^{v_{i j k}}\left(v_{i j k}-\widehat{d}_{i j k}\right) \mathscr{F}_{i j k}\left(\widehat{d}_{i j k}\right) \mathrm{d} \widehat{d}_{i j k},  \tag{16}\\
& E\left(\Delta_{i j k}^{-}\right)=\int_{v_{i j k}}^{+\infty}\left(\widehat{d}_{i j k}-v_{i j k}\right) \mathscr{F}_{i j k}\left(\widehat{d}_{i j k}\right) \mathrm{d} \widehat{d}_{i j k} . \tag{17}
\end{align*}
$$

Assume that the unit penalty incurred on firm $i$ due to excessive supply of product $j$ to demand market $R_{k}$ is $\theta_{i j k}^{+}$and the unit penalty incurred on firm $i$ due to insufficient supply of product $j$ to demand market $R_{k}$ is $\theta_{i j k}^{-}$, where $\theta_{i j k}^{+} \geq 0$ and $\theta_{i j k}^{-} \geq 0$. Then, the total expected penalty incurred on firm $i$ associated with product $j$ and demand market $R_{k}$ is given by

$$
\begin{equation*}
E\left(\theta_{i j k}^{+} \Delta_{i j k}^{+}+\theta_{i j k}^{-} \Delta_{i j k}^{-}\right)=\theta_{i j k}^{+} E\left(\Delta_{i j k}^{+}\right)+\theta_{i j k}^{-} E\left(\Delta_{i j k}^{-}\right) \tag{18}
\end{equation*}
$$

Apart from the penalty costs given by (18) (due to excessive or insufficient supply), the following additional costs are also charged for firm $i(i=1, \ldots, I)$ :
(i) From (A6), the total operational cost of product $j(j=$ $1, \ldots, J$ ) on the forward path is

$$
\begin{equation*}
\sum_{k=1}^{n_{R}} \sum_{p^{f} \in P_{k}^{i}} \widehat{c}_{j p^{f}}\left(x_{j P}\right) \tag{19}
\end{equation*}
$$

where $x_{j p}$ is the vector representing the amount of product flows of product $j$ on all the forward paths.
(ii) From (A7) and (7), the total operational cost of product $j(j=1, \ldots, J)$ on all the reverse path is

$$
\begin{equation*}
\sum_{k=1}^{n_{R}} \sum_{p^{f} \in \widehat{P}_{k}^{i}} \widehat{c}_{j p^{r}}\left(y_{j p^{r}} \widehat{r}_{k j i}\right) . \tag{20}
\end{equation*}
$$

(iii) From (A2), the total cost related to the purchase of returned product $j$ is

$$
\begin{equation*}
\rho_{j}^{\operatorname{Re}} \sum_{k=1}^{n_{R}} \widehat{r}_{k j i} \tag{21}
\end{equation*}
$$

(iv) Also from (A2), the total cost related to the disposal of uncollected product $j(j=1, \ldots, J)$ at the landfill site is

$$
\begin{equation*}
\bar{\rho} \sum_{k=1}^{n_{R}}\left(\sum_{p^{f} \in P_{k}^{i}} x_{j p^{f}}-\widehat{r}_{k j i}\right) \tag{22}
\end{equation*}
$$

(v) From (A8) and (9), the cost of manufacturing new product $j(j=1, \ldots, J)$ is

$$
\begin{equation*}
\bar{f}_{i j}\left(x_{i j}^{\mathrm{New}}\right), \tag{23}
\end{equation*}
$$

and the cost of remanufacturing the returned product $j$ ( $j=$ $1, \ldots, J$ ) is

$$
\begin{equation*}
\bar{f}_{i j}^{\mathrm{Re}}\left(\sum_{k=1}^{n_{R}} \widehat{r}_{k j i}\right) . \tag{24}
\end{equation*}
$$

By virtue of (18) and (19)-(24), the total expected cost incurred on firm $i(i=1, \ldots, I)$ is given by

$$
\begin{align*}
& \sum_{j=1}^{J} \sum_{k=1}^{n_{R}} E\left(\theta_{i j k}^{+} \Delta_{i j k}^{+}+\theta_{i j k}^{-} \Delta_{i j k}^{-}\right)+\sum_{j=1}^{J} \bar{f}_{i j}\left(x_{i j}^{\mathrm{New}}\right) \\
&+\sum_{j=1}^{J} \sum_{k=1}^{n_{R}} \sum_{p^{f} \in P_{k}^{i}} \widehat{c}_{j p^{f}}\left(x_{j P}\right) \\
&+\sum_{j=1}^{J} \sum_{k=1}^{n_{R}} \sum_{p^{f} \in \widehat{P}_{k}^{i}} E\left[\widehat{c}_{j p^{r}}\left(y_{j p^{r}} \widehat{r}_{k j i}\right)\right]+\sum_{j=1}^{J} \sum_{k=1}^{n_{R}} \rho_{j}^{\mathrm{Re}} E\left(\widehat{r}_{k j i}\right)  \tag{25}\\
&+\sum_{j=1}^{J} E\left(\bar{f}_{i j}^{\mathrm{Re}}\left(\sum_{k=1}^{n_{R}} \widehat{r}_{k j i}\right)\right) \\
& \quad+\bar{\rho} \sum_{j=1}^{J} \sum_{k=1}^{n_{R}} E\left(\sum_{p^{f} \in P_{k}^{i}} x_{j p^{f}}-\widehat{r}_{k j i}\right) .
\end{align*}
$$

Now, we formulate the total revenue received by firm $i$ $(i=1, \ldots, I)$. In order to capture competition for demand in the entire CLSC network, we assumed that, for each product $j$, the demand price function $\rho_{i j k}\left(i=1, \ldots, I, k=1, \ldots, n_{R}\right)$ is a continuous function of all the demands associated with product $j$ in the entire CLSC network; that is,

$$
\begin{equation*}
\rho_{i j k}=\rho_{i j k}\left(\widehat{d}_{j}\right) \tag{26}
\end{equation*}
$$

In other words, the price function $\rho_{i j k}$ depends continuously not only on $\widehat{d}_{i j k}$, but also on all the demand associated with product $j$. Masoumi et al. [8] and Nagurney and Yu [10] used such demand price function in the study of forward supply chain network involving oligopolistic competition among firms. Then the expected revenue received by firm $i(i=$ $1, \ldots, I$ ) is given by

$$
\begin{equation*}
\sum_{j=1}^{J} \sum_{k=1}^{n_{R}} E\left(\rho_{i j k}\left(\widehat{d}_{j}\right) \min \left\{v_{i j k}, \widehat{d}_{i j k}\right\}\right) . \tag{27}
\end{equation*}
$$

By virtue of the revenue, the cost of the forward supply chain, and the cost of the reverse supply chain, the expected profit function of firm $i(i=1, \ldots, I)$, denoted by $U_{i}$, can be expressed as follows:

$$
\begin{align*}
U_{i}= & \sum_{j=1}^{J} \sum_{k=1}^{n_{R}} E\left(\rho_{i j k}\left(\widehat{d}_{j}\right) \min \left\{v_{i j k}, \widehat{d}_{i j k}\right\}\right) \\
& -\sum_{j=1}^{J} \sum_{k=1}^{n_{R}} E\left(\theta_{i j k}^{+} \Delta_{i j k}^{+}+\theta_{i j k}^{-} \Delta_{i j k}^{-}\right)-\sum_{j=1}^{J} \bar{f}_{i j}\left(x_{i j}^{\mathrm{New}}\right) \\
& -\sum_{j=1}^{J} \sum_{k=1}^{n_{R}} \sum_{p^{f} \in P_{k}^{i}} \widehat{c}_{j p^{f}}\left(x_{j P}\right) \\
& -\sum_{j=1}^{J} \sum_{k=1}^{n_{R}} \sum_{p^{f} \in \widehat{P}_{k}^{i}} E\left[\widehat{c}_{j p^{r}}\left(y_{j p^{r}} \widehat{r}_{k j i}\right)\right]  \tag{28}\\
& -\sum_{j=1}^{J} \sum_{k=1}^{n_{R}} \rho_{j}^{\mathrm{Re}} E\left(\widehat{r}_{k j i}\right)-\sum_{j=1}^{J} E\left(\bar{f}_{i j}^{\mathrm{Re}}\left(\sum_{k=1}^{n_{R}} \widehat{r}_{k j i}\right)\right) \\
& -\bar{\rho} \sum_{j=1}^{J} \sum_{k=1}^{n_{R}} E\left(\sum_{p^{f} \in P_{k}^{i}} x_{j p^{f}}-\widehat{r}_{k j i}\right)
\end{align*}
$$

where (12) holds for all decision variables defined by (4). By virtue of (16), (17), (19)-(24), and (26), we know that $U_{i}$ is a function of the strategy vector of all firms in the entire CLSC network. That is,

$$
\begin{equation*}
U_{i}=U_{i}(X) \tag{29}
\end{equation*}
$$

Now, in order to define the Cournot-Nash equilibrium of the CLSC network, we need to consider the following constraints involving firm $i$ and product $j(i=1, \ldots, I, j=$ $1, \ldots, J)$ :

$$
\begin{align*}
x_{i j}^{\mathrm{New}} & \leq \bar{x},  \tag{30}\\
\sum_{k=1}^{n_{R}} \sum_{p^{f} \in P_{k}^{i}} x_{j p^{f}} & \leq x_{i j}^{\mathrm{New}}+E\left(\sum_{k=1}^{n_{R}} \widehat{r}_{k j i}\right),  \tag{31}\\
E\left(\widehat{r}_{k j i}\right) & \leq \sum_{p^{f} \in P_{k}^{i}} x_{j p^{f}}, \quad k=1, \ldots, n_{R},  \tag{32}\\
\sum_{p^{r} \in \widehat{P}_{k}^{i}} y_{j p^{r}} & =1, \quad k=1, \ldots, n_{R},  \tag{33}\\
0 & \leq y_{j p^{r}} \leq 1, p^{r} \in \widehat{P}_{k}^{i}, \quad\left(k=1, \ldots, n_{R}\right),  \tag{34}\\
x_{j p^{f}} & \geq 0, p^{f} \in P_{k}^{i},\left(k=1, \ldots, n_{R}\right),  \tag{35}\\
x_{i j}^{\mathrm{New}} & \geq 0,
\end{align*}
$$

where constraints (30), (31), (32), (33), and (34) are directly obtained from (8), (1), (11), (6), and (5), respectively; constraints (34) and (35) ensure that all the decision variables are nonnegative.

In this CLSC network, there are $I$ oligopolistic firms competing noncooperatively to maximize their own expected profits and selecting their strategy vectors till an equilibrium is established. So the game is based on oligopolistic Cournot pricing in a Cournot-Nash framework.

Now, we can define the Cournot-Nash equilibrium of the CLSC network according to Definitions 1, 2, and 3 given below.

Definition 1 (a feasible strategy vector). For each $i$ ( $i=$ $1, \ldots, I)$, a strategy vector $X_{i} \in \mathbb{R}_{+}^{\left(n_{M}^{i} \times n_{D}^{i}+n_{C}^{i}\right) n_{R} J+J}$ is said to be a feasible strategy vector, if $X_{i}$ satisfies constraints (30)-(35).

Definition 2 (the set of all feasible strategy pattern). Let $\mathscr{X}$ be the set of all feasible strategy pattern defined by

$$
\begin{equation*}
\mathscr{X} \equiv\left\{\left(X_{1}, X_{2}, \ldots, X_{I}\right)\right\} \tag{36}
\end{equation*}
$$

where $X_{i}(i=1, \ldots, I)$ is a feasible strategy vector defined by Definition 1.

Definition 3 (the Cournot-Nash equilibrium of the CLSC network). A feasible strategy pattern $X^{*} \in \mathscr{X}$ constitutes a Cournot-Nash equilibrium of the CLSC network, if the following inequality holds for all $i$ and for all feasible strategy vectors $X_{i}$ :

$$
\begin{equation*}
U_{i}\left(X_{i}^{*}, \widehat{X}_{i}^{*}\right) \geq U_{i}\left(X_{i}, \widehat{X}_{i}^{*}\right) \tag{37}
\end{equation*}
$$

where $\widehat{X}_{i}^{*} \equiv\left(X_{1}^{*}, \ldots, X_{i-1}^{*}, X_{i+1}^{*}, \ldots, X_{I}^{*}\right)$.
Thus, an equilibrium is established if no firm in the CLSC network can unilaterally increase its expected profit (without violating feasibility) by changing any of its strategy, given that the strategies of the other firms do not change.

## 3. Existence Results

In this section, we establish the existence of the CournotNash equilibrium of the CLSC network defined by Definition 3.

To guarantee the existence of the Cournot-Nash equilibrium of the CLSC network, the following additional assumption is held for $U_{i}(X)(i=1, \ldots, I)$.

Assumption B. (B1) The operational cost of product $j$ in any path $p^{f}$ in the forward logistics, denoted by $\widehat{c}_{j p^{f}}$, is both a continuous and a convex function of $x_{j p}$, the vector consisting of all forward path flows of product $j$.
(B2) The operational cost of product $j$ in any path $p^{r}$ in the reverse logistics, denoted by $\widehat{c}_{j p^{r}}$, is both a continuous and a convex function of $x_{j p^{r}}$, the product flow of this product in the reverse path $p^{r}$.
(B3) The production cost $\bar{f}_{i j}$ is a continuous and convex function of $x_{i j}^{\text {New }}$, the new product $j$ manufactured by firm $i$.

Remark 4. Note that Assumption (B1) and Assumption (B3) in this paper are similar to Assumption (B1) and Assumption (B2) by Zhou et al. [15], except that there is no assumption of differentiability of the given functions in this paper.

In the following discussion, Lemma 5 provides us with sufficient conditions under which the set of all feasible strategy pattern $\mathscr{X}$ has a Cournot-Nash equilibrium, whereas in Lemmas 6-8 we prove that, under Assumptions A and B, the set of all feasible strategy pattern $X$ indeed satisfies the sufficient condition for the existence of the Cournot-Nash equilibrium.

Lemma 5. Suppose the set of all feasible strategy pattern $\mathscr{X}$ defined by Definition 2 is both a compact and convex set of $K$. Suppose the expected profit function $U_{i}(\cdot)(i=1, \ldots, I)$ defined by (28) is continuous and concave with respect to the decision variable $X$ defined by (4). Then there exists a Cournot-Nash equilibrium of the CLSC network defined by Definition 3.

Proof. By virtue of the fact that all the conditions imposed in this lemma are almost the same as those imposed in Theorem 1, page 639 of Nishimura and Friedman's paper [29], except that the concavity condition in this lemma is more restrictive than that imposed in Theorem 1 of Nishimura and Friedman's paper [29] (see condition (A5) on page 639 of Nishimura and Friedman's paper [29]), the proof of this lemma follows easily from that of Theorem 1 of Nishimura and Friedman's paper [29].

Lemma 6. Suppose that Assumption $A$ is satisfied; then the set of all feasible strategy pattern $\mathscr{X}$ defined by Definition 2 is both a compact and a convex set of $K$.

Proof. The fact that $\mathscr{X}$ is bounded follows easily from (35), (31), (30), and (34). The fact that $\mathscr{X}$ is closed and convex follows easily from (30), (31), (32), (33), (34), and (35). Hence, $\mathcal{X}$ is both a compact and a convex set of $K$.

Lemma 7. Suppose that Assumptions $A$ and $B$ are satisfied; then the expected profit function $U_{i}(\cdot)(i=1, \ldots, I)$ defined by (28) is continuous with respect to the decision variable $X$ being defined by (4).

Proof. Firstly, from (28), (12), (16)-(19), and (B1), we know that the first, second, and fourth terms of $U_{i}(\cdot)$ are continuous with respect to $x_{j p^{f}}$, for each $j(j=1, \ldots, J)$ and $p^{f} \in P_{k}^{i}$ ( $k=1, \ldots, n_{R}$ ). From (B3), we know that the third term of $U_{i}(\cdot)$ is a continuous function of $x_{i j}^{\text {New }}$, for each $j(j=1, \ldots, J)$. The sixth, seventh, and eighth terms of $U_{i}(\cdot)(i=1, \ldots, I)$ are constants, because $\widehat{r}_{k j i}$ and $x_{i j}^{\mathrm{Re}}$ are random variables, for each $k\left(k=1, \ldots, n_{R}\right)$ and $j(j=1, \ldots, J)$. By virtue of the fact that $\widehat{r}_{k j i}$ is a random variable, we know that the last term of $U_{i}(\cdot)$ is also a continuous function of $x_{j p^{f}}$, for each $j(j=1, \ldots, J)$ and $p^{f} \in P_{k}^{i}, k=1, \ldots, n_{R}$. From (B2), we know that the fifth term of $U_{i}(\cdot)$ is a continuous function of $y_{j p^{r}}$, for each $j$ $(j=1, \ldots, J)$ and $p^{r} \in \widehat{P}_{k}^{i}\left(k=1, \ldots, n_{R}\right)$. Thus, every term of $U_{i}(\cdot)$ is continuous with respect to the decision variable $X$ defined by (4). The proof is complete.

Lemma 8. Suppose that Assumptions A and B are satisfied; then the expected profit function $U_{i}(\cdot)(i=1, \ldots, I)$ defined by
(28) is concave with respect to the decision variable $X$ defined by (4).

Proof. In order to prove that the first and second terms of $U_{i}(\cdot)$ $(i=1, \ldots, I)$ are concave with respect to the decision variable $X$ defined by (4), we calculate the second partial derivative of these terms with respect to the decision variable $x_{j p}$ as follows.

By virtue of the fact that any two demands are independent of each other (from (A1)), the first term of $U_{i}(\cdot)(i=$ $1, \ldots, I$ ) can be expressed as

$$
\begin{align*}
& E\left(\rho_{i j k}\left(\widehat{d}_{j}\right) \min \left\{v_{i j k}, \widehat{d}_{i j k}\right\}\right) \\
& \quad=\int_{0}^{v_{i j k}} \widehat{d}_{i j k} \bar{G}\left(\widehat{d}_{i j k}\right) \mathscr{F}_{i j k}\left(\widehat{d}_{i j k}\right) \mathrm{d} \widehat{d}_{i j k}  \tag{38}\\
& \quad+\int_{v_{i j k}}^{+\infty} v_{i j k} \bar{G}\left(\widehat{d}_{i j k}\right) \mathscr{F}_{i j k}\left(\widehat{d}_{i j k}\right) \mathrm{d} \widehat{d}_{i j k},
\end{align*}
$$

where

$$
\begin{align*}
& \bar{G}\left(\widehat{d}_{i j k}\right)=\int_{0}^{+\infty} \cdots \int_{0}^{+\infty} \rho_{i j k}\left(\hat{d}_{111}, \ldots, \widehat{d}_{i j(k-1)}, \widehat{d}_{i j k},\right. \\
& \left.\quad \widehat{d}_{i j(k+1)}, \ldots, \hat{d}_{I j n_{R}}\right) \mathscr{F}_{111}\left(\widehat{d}_{111}\right)  \tag{39}\\
& \ldots \mathscr{F}_{i j(k-1)}\left(\widehat{d}_{i j(k-1)}\right) \mathscr{F}_{i j(k+1)}\left(\widehat{d}_{i j(k+1)}\right) \\
& \quad \ldots \mathscr{F}_{I j n_{R}}\left(\widehat{d}_{I j n_{R}}\right) \mathrm{d} \widehat{d}_{111} \ldots \mathrm{~d} \widehat{d}_{i j(k-1)} \mathrm{d} \widehat{d}_{i j(k+1)} \cdots \mathrm{d} \widehat{d}_{I j n_{R}} .
\end{align*}
$$

From (38), we have

$$
\begin{align*}
& \frac{\partial E\left(\rho_{i j k}\left(\widehat{d}_{j}\right) \min \left\{v_{i j k}, \widehat{d}_{i j k}\right\}\right)}{\partial v_{i j k}}  \tag{40}\\
& =\int_{v_{i j k}}^{+\infty} \bar{G}\left(\widehat{d}_{i j k}\right) \mathscr{F}_{i j k}\left(\widehat{d}_{i j k}\right) \mathrm{d} \widehat{d}_{i j k}, \\
& \frac{\partial^{2} E\left(\rho_{i j k}\left(\widehat{d}_{j}\right) \min \left\{v_{i j k}, \widehat{d}_{i j k}\right\}\right)}{\partial v_{i j k}^{2}}  \tag{41}\\
& =-\bar{G}\left(v_{i j k}\right) \mathscr{F}_{i j k}\left(v_{i j k}\right) .
\end{align*}
$$

But, from (12), we know that

$$
\begin{equation*}
\frac{\partial v_{i j k}}{\partial x_{j p^{f}}}=1 \tag{42}
\end{equation*}
$$

for each $j(j=1, \ldots, J)$ and $p^{f} \in P_{k}^{i}\left(k=1, \ldots, n_{R}\right)$.
Thus, from (41) and (42), the second partial derivative of the first term of $U_{i}(\cdot)$ becomes

$$
\begin{gather*}
\frac{\partial^{2} E\left(\rho_{i j k}\left(\widehat{d}_{j}\right) \min \left\{v_{i j k}, \hat{d}_{i j k}\right\}\right)}{\partial x_{j p^{f}}^{2}}  \tag{43}\\
=-\bar{G}\left(v_{i j k}\right) \mathscr{F}_{i j k}\left(v_{i j k}\right)<0,
\end{gather*}
$$

for each $j(j=1, \ldots, J)$ and $p^{f} \in P_{k}^{i}\left(k=1, \ldots, n_{R}\right)$.

From (16), we have

$$
\begin{align*}
\frac{\partial E\left(\Delta_{i j k}^{+}\right)}{\partial v_{i j k}} & =\frac{\partial}{\partial v_{i j k}} \int_{0}^{v_{i j k}}\left(v_{i j k}-\widehat{d}_{i j k}\right) \mathscr{F}_{i j k}\left(\widehat{d}_{i j k}\right) \mathrm{d} \widehat{d}_{i j k}  \tag{44}\\
& =\int_{0}^{v_{i j k}} \mathscr{F}_{i j k}\left(\widehat{d}_{i j k}\right) \mathrm{d} \widehat{d}_{i j k} \\
\frac{\partial^{2} E\left(\Delta_{i j k}^{+}\right)}{\partial v_{i j k}^{2}} & =\mathscr{F}_{i j k}\left(v_{i j k}\right) \tag{45}
\end{align*}
$$

From (17), we have

$$
\begin{align*}
& \frac{\partial E\left(\Delta_{i j k}^{-}\right)}{\partial v_{i j k}}=\frac{\partial}{\partial v_{i j k}} \int_{v_{i j k}}^{+\infty}\left(\widehat{d}_{i j k}-v_{i j k}\right) \mathscr{F}_{i j k}\left(\widehat{d}_{i j k}\right) \mathrm{d} \widehat{d}_{i j k}  \tag{46}\\
& =-\int_{v_{i j k}}^{+\infty} \mathscr{F}_{i j k}\left(\widehat{d}_{i j k}\right) \mathrm{d} \widehat{d}_{i j k} \\
& \frac{\partial^{2} E\left(\Delta_{i j k}^{-}\right)}{\partial v_{i j k}^{2}}=\mathscr{F}_{i j k}\left(v_{i j k}\right)
\end{align*}
$$

Thus, from (18), (42), (45), and (47), the second partial derivative of the second term of $U_{i}(\cdot)$ becomes

$$
\begin{equation*}
\frac{\partial^{2} E\left(\theta_{i j k}^{+} \Delta_{i j k}^{+}+\theta_{i j k}^{-} \Delta_{i j k}^{-}\right)}{\partial x_{j p^{f}}^{2}}=\left(\theta_{i j k}^{+}+\theta_{i j k}^{-}\right) \mathscr{F}_{i j k}\left(v_{i j k}\right) \tag{48}
\end{equation*}
$$

$$
>0
$$

for each $j(j=1, \ldots, J)$ and $p^{f} \in P_{k}^{i}, k=1, \ldots, n_{R}$.
By virtue of (B1), we know that $\left(-\widehat{c}_{j p} f\left(x_{j p}\right)\right)$ is concave with respect to $x_{j p^{f}}$ for each $j(j=1, \ldots, J)$ and $p^{f} \in P_{k}^{i}$ $\left(k=1, \ldots, n_{R}\right)$.

Now, by virtue of (43), (48), the fact that the third, fifth, sixth, and seventh terms of (28) are independent of $x_{j p^{f}}$, the fact that the fourth term of (28) is concave with respect to $x_{j p^{f}}$, and the fact that the last term of (28) is a linear function of $x_{j p^{f}}$, we conclude that $U_{i}(\cdot)(i=1, \ldots, I)$ is concave with respect to $x_{j p^{f}}$ for each $j(j=1, \ldots, J)$ and $p^{f} \in P_{k}^{i}(k=$ $\left.1, \ldots, n_{R}\right)$.

From (B3), we know that $\left(-\bar{f}_{i j}\left(x_{i j}^{\mathrm{New}}\right)\right)$ is concave with respect to $x_{i j}^{\text {New }}$. Since $\left(-\bar{f}_{i j}\left(x_{i j}^{\text {New }}\right)\right)$ is the only term in (28) involving $x_{i j}^{\text {New }}$, we conclude that $U_{i}(\cdot)(i=1, \ldots, I)$ is concave with respect to $x_{i j}^{\text {New }}$ for each $j(j=1, \ldots, J)$.

By virtue of (B2), we know that $-E\left[\widehat{c}_{j p^{r}}\left(y_{j p^{r}} \widehat{r}_{i j k}\right)\right]$ is concave with respect to $y_{j p^{r}}$ for each $j(j=1, \ldots, J)$ and $p^{r} \in \widehat{P}_{k}^{i}\left(k=1, \ldots, n_{R}\right)$.

Hence, we conclude that the expected profit function $U_{i}(\cdot)$ ( $i=1, \ldots, I$ ) defined by (28) is concave with respect to the decision variable $X$ defined by (4).

Theorem 9. Suppose that Assumptions $A$ and $B$ are satisfied; then there exists a Cournot-Nash equilibrium of the CLSC network defined by Definition 3.

Proof. The proof follows easily from Lemmas 5, 6, 7, and 8.

## 4. Computing the Cournot-Nash Equilibrium

In this section, we develop two intelligent optimization algorithms, namely, the particle swarm algorithm (proposed by Eberhart and Kennedy [24]) and the Nash genetic algorithm (proposed by Sefrioui and Periaux [30]), denoted by PSO algorithm and GA, respectively, for finding the Cournot-Nash equilibrium of the CLSC network defined by Definition 3. For this purpose, we first need to transform the problem of finding the Cournot-Nash equilibrium into solving sequences of optimization problems with a continuous solution space as follows.

Let $X_{i}^{l}$ denote the potential strategy vector of firm $i$ ( $i=1, \ldots, I$ ) obtained at iteration $l$ of the algorithm (to be presented in the next paragraph). Let

$$
\begin{equation*}
X^{l}=\left(X_{1}^{l}, \ldots, X_{i}^{l}, \ldots, X_{I}^{l}\right) \tag{49}
\end{equation*}
$$

be the strategy vector of all firms obtained at iteration $l$. In order to obtain the Cournot-Nash equilibrium as defined in Definition 3, at iteration $l$ of the algorithm, we need to find a feasible strategy vector $X_{i}^{l *}(i=1, \ldots, I)$ which satisfies

$$
\begin{equation*}
U_{i}\left(X_{i}^{l *}, \widehat{X}_{i}^{(l-1) *}\right) \geq U_{i}\left(X_{i}^{l}, \widehat{X}_{i}^{(l-1) *}\right) \tag{50}
\end{equation*}
$$

for all feasible strategy vector $X_{i}^{l}$, where

$$
\begin{align*}
\widehat{X}_{i}^{0} & =\left(\bar{X}_{1}^{0}, \ldots, \bar{X}_{i-1}^{0}, \bar{X}_{i+1}^{0}, \ldots, \bar{X}_{I}^{0}\right), \\
\widehat{X}_{i}^{(l-1) *} & =\left(X_{1}^{(l-1) *}, \ldots, X_{i-1}^{(l-1) *}, X_{i+1}^{(l-1) *}, \ldots, X_{I}^{(l-1) *}\right), \tag{51}
\end{align*}
$$

$$
l>1
$$

where $\bar{X}_{i}^{0}$ is chosen arbitrarily and $X_{i}^{(l-1) *}$ denotes the best strategy of firm $i$ obtained at iteration $l-1$ of the algorithm.

Thus, we need to find the feasible strategy vector $X_{i}^{l *}$ which maximizes the expected profit function $U_{i}\left(X_{i}^{l}, \widehat{X}_{i}^{(l-1) *}\right)$ over the set of all the feasible vectors $X_{i}^{l}$. For this purpose, we need to define a fitness function for any strategy vector $X_{i}^{l}$, denoted by fitness $\left(X_{i}^{l}\right)$, which is obtained by appending a penalty function penal $\left(X_{i}^{l}\right)$ to the expected profit function $U_{i}\left(X_{i}^{l}, \widehat{X}_{i}^{(l-1) *}\right)$. The penalty function penal $\left(X_{i}^{l}\right)$ is defined by

$$
\begin{equation*}
\operatorname{penal}\left(X_{i}^{l}\right) \equiv M \cdot G\left(X_{i}^{l}\right) \tag{52}
\end{equation*}
$$

where $M$ is a large number and $G\left(X_{i}^{l}\right)$ denotes the total amount of constraints violations for all the constraints (30)(34) of the strategy vector $X_{i}^{l}$. (Note that when $X_{i}^{l}$ is a feasible strategy vector, then $G\left(X_{i}^{l}\right)=0$.) Thus, the fitness function for the strategy vector $X_{i}^{l}$ at iteration $l$ of the algorithm can be defined as follows:

$$
\begin{equation*}
\text { fitness }\left(X_{i}^{l}, \widehat{X}_{i}^{(l-1) *}\right) \equiv U_{i}\left(X_{i}^{l}, \widehat{X}_{i}^{(l-1) *}\right)-\operatorname{penal}\left(X_{i}^{l}\right) . \tag{53}
\end{equation*}
$$

Thus, (53) states that, at iteration $l(l>0)$, the fitness of the strategy vector $X_{i}^{l}$ for firm $i$ is defined as "the expected profit obtained by firm $i$ by using the strategy $X_{i}^{l}$, under
the condition that all the other firms are using their best strategies obtained at iteration ( $l-1$ ) minus the amount of penalty due to the constraints violations of the strategy vector $X_{i}^{l}$,"

Thus, the problem of finding the Cournot-Nash equilibrium of the CLSC network is equivalent to solving the following sequences of optimization problems with a continuous solution space, denoted by $P_{i}^{l}(l=1,2, \ldots)$.
$\operatorname{Problem}\left(P_{i}^{l}\right)$ is as follows:

$$
\begin{equation*}
\max \text { fitness }\left(X_{i}^{l}, \widehat{X}_{i}^{(l-1) *}\right), i=1, \ldots, I, \tag{54}
\end{equation*}
$$

where $\widehat{X}_{i}^{0 *}$ and $\widehat{X}_{i}^{(l-1) *}$ are as defined in (51). For the sake of simplicity, we replace fitness $\left(X_{i}^{l}, \widehat{X}_{i}^{(l-1) *}\right)$ by fitness $\left(X_{i}^{l}\right)$.

Let

$$
\begin{equation*}
\Delta\left(X^{l *}\right)=\sum_{i=1}^{I} \| \text { fitness }\left(X_{i}^{l *}\right)-\operatorname{fitness}\left(X_{i}^{(l-1) *}\right) \| \tag{55}
\end{equation*}
$$

be the error function, where $X^{l *}=\left(X_{1}^{l *}, \ldots, X_{I}^{l *}\right)^{T}$. Suppose that $\Delta\left(X^{l *}\right)=0$; then $X^{l *}$ is the Cournot-Nash equilibrium of the CLSC network. In other words, for all $i=1,2, \ldots, I$, when the optimal solutions of two consecutive optimization problems $P_{i}^{l-1}$ and $P_{i}^{l}$ are sufficiently close to each other, then we arrive at the Cournot-Nash equilibrium of the CLSC network.

We will use both PSO algorithm and GA to solve the above sequences of optimization problems. We now define the following terms for PSO algorithm.

Let

$$
\begin{equation*}
p^{\mathrm{IB}} \equiv\left(p_{1}^{\mathrm{IB}}, \ldots, p_{i}^{\mathrm{IB}}, \ldots, p_{I}^{\mathrm{IB}}\right)^{T} \tag{56}
\end{equation*}
$$

be the individual best strategy vector found by a particle, where $p_{i}^{\mathrm{IB}}$ is the best strategy vector for firm $i$ found by this particle. Let

$$
\begin{equation*}
p^{\mathrm{GB}} \equiv\left(p_{1}^{\mathrm{GB}}, \ldots, p_{i}^{\mathrm{GB}}, \ldots, p_{I}^{\mathrm{GB}}\right)^{T} \tag{57}
\end{equation*}
$$

be the global best strategy vector among all the particles in the swarm, where $p_{i}^{\mathrm{GB}}$ is the best strategy vector for firm $i$ among all the particles in the swarm. Let

$$
\begin{equation*}
v \equiv\left(v_{1}, \ldots, v_{i}, \ldots, v_{I}\right)^{T} \tag{58}
\end{equation*}
$$

be the velocity vector which represents both the distance and the direction that should be traveled by the particle from its current position. Let swarm_size denote the swarm size of the particle swarm. Let $\omega$ denote the weight representing the trade-off between global exploration and local exploitation abilities of the swarm. Let $c_{1}$ and $c_{2}$ denote the weight representing the stochastic acceleration terms that pull each particle toward $p^{\mathrm{IB}}$ and $p^{\mathrm{GB}}$ positions of PSO algorithm, respectively. Let $\varepsilon$ be a small number. Let $N_{\text {end }}$ be the number of successive iterations that criteria $\Delta\left(X^{l *}\right)<\varepsilon$ needed to be satisfied before we can ensure the convergence of PSO
algorithm. PSO algorithm can now be formally stated as follows.

PSO Algorithm. Input parameters swarm_size, $\omega, c_{1}, c_{2}, v_{\text {min }} \in$ $\mathbb{R}^{\sum_{i=1}^{I}\left(n_{M}^{i} \times n_{D}^{i}+n_{C}^{i}\right) n_{R} J+I J}, v_{\max } \in \mathbb{R}^{\sum_{i=1}^{I}\left(n_{M}^{i} \times n_{D}^{i}+n_{C}^{i}\right) n_{R} J+I J}, \varepsilon, N_{\text {end }}$, and $x_{\text {max }, i}(i=1, \ldots, I)$ with $0 \leq x_{\text {max }, i} \leq \bar{M}_{i}$, where $\bar{M}_{i}$ is a large number.

Iteration 0 . Choose initial velocity vectors $v^{0}\left(v_{\min } \leq v^{0} \leq\right.$ $\left.v_{\max }\right)$. For each $i=1, \ldots, I$, choose initial swarm_size strategy vectors to form the initial swarm swarm ${ }_{i}^{0}$. For each particle $X_{i}^{0} \in \operatorname{swarm}_{i}^{0}$, let $p_{i}^{\mathrm{IB}}=X_{i}^{0}$ be the best strategy vector found by the above particle. Then

$$
\begin{equation*}
p^{\mathrm{IB}} \equiv\left(p_{1}^{\mathrm{IB}}, \ldots, p_{i}^{\mathrm{IB}}, \ldots, p_{I}^{\mathrm{IB}}\right)^{T} \tag{59}
\end{equation*}
$$

is the individual best strategy vector found by the above particle.

Compute fitness $\left(X_{i}^{0}\right)$ for each $X_{i}^{0} \in \operatorname{swarm}_{i}^{0}$ to obtain the best strategy vector $X_{i}^{0 *}$ for firm $i$.

Let $p_{i}^{\mathrm{GB}}=X_{i}^{0 *}$. Then

$$
\begin{equation*}
p^{\mathrm{GB}} \equiv\left(p_{1}^{\mathrm{GB}}, \ldots, p_{i}^{\mathrm{GB}}, \ldots, p_{I}^{\mathrm{GB}}\right)^{T} \tag{60}
\end{equation*}
$$

is the global best strategy vector among all particles in the swarm.

$$
\text { Let } l=1 \text {. }
$$

## Iteration $l$

Step 1. For each $i=1, \ldots, I$, update each particle in the swarm swarm ${ }_{i}^{(l-1)}$ by using the following:

$$
\begin{align*}
& v^{l}=\omega \times v^{l-1}+c_{1} \xi_{1}\left(p^{\mathrm{IB}}-X^{l-1}\right) \\
& +c_{2} \xi_{2}\left(p^{\mathrm{GB}}-X^{l-1}\right), \\
& \text { If } v^{l}>v_{\max }, \quad \text { then } v^{l}=v_{\max } \text {, } \\
& \text { if } v^{l}<v_{\text {min }} \text {, then } v^{l}=v_{\min } \text {, } \\
& v^{l}=\left(v_{1}^{l}, v_{2}^{l}, \ldots, v_{I}^{l}\right),  \tag{61}\\
& X_{i}^{l}=X_{i}^{l-1}+v_{i}^{l}, \\
& \text { if } X_{i}^{l}>x_{\max , i}, \quad \text { then } X_{i}^{l}=x_{\text {max }, i} \text {, } \\
& \text { if } X_{i}^{l}<0, \quad \text { then } X_{i}^{l}=0 \text {, }
\end{align*}
$$

where $\xi_{1}, \xi_{2} \in U[0,1]$ are pseudorandom number. The new swarm obtained is denoted by swarm ${ }_{i}^{l}$.

Step 2. For each $i=1, \ldots, I$, compute fitness $\left(X_{i}^{l}\right)$ for each $X_{i}^{l} \in \operatorname{swarm}_{i}^{l}$. If

$$
\begin{equation*}
\text { fitness }\left(X_{i}^{l}\right)>\text { fitness }\left(p_{i}^{\text {IB }}\right), \tag{62}
\end{equation*}
$$

then $p_{i}^{\mathrm{IB}}=X_{i}^{l}$. Update the individual best vector found by each particle in the swarm as follows:

$$
\begin{equation*}
p^{\mathrm{IB}} \equiv\left(p_{1}^{\mathrm{IB}}, \ldots, p_{i}^{\mathrm{IB}}, \ldots, p_{I}^{\mathrm{IB}}\right)^{T} . \tag{63}
\end{equation*}
$$

Step 3. For each $i=1, \ldots, I$, compare fitness $\left(X_{i}^{l}\right)$ for each $X_{i}^{l} \in \operatorname{swarm}_{i}^{l}$ to obtain the best strategy vector $X_{i}^{l *}$. Hence obtain the best strategy vector $X^{l *}=\left(X_{1}^{l *}, \ldots, X_{I}^{l *}\right)^{T}$. If

$$
\begin{equation*}
\text { fitness }\left(X_{i}^{l *}\right)>\operatorname{fitness}\left(p_{i}^{\mathrm{GB}}\right) \tag{64}
\end{equation*}
$$

then $p_{i}^{\mathrm{GB}}=X_{i}^{l *}$. Update the global best strategy vector found by all particles in the swarm as follows:

$$
\begin{equation*}
p^{\mathrm{GB}} \equiv\left(p_{1}^{\mathrm{GB}}, \ldots, p_{i}^{\mathrm{GB}}, \ldots, p_{I}^{\mathrm{GB}}\right)^{T} \tag{65}
\end{equation*}
$$

Step 4. If $l<N_{\text {end }}$, let $l=l+1$ and repeat iteration $l$; otherwise go to Step 5.

Step 5. Compute $\Delta\left(X^{l *}\right)$. If $\Delta\left(X^{\bar{l} *}\right)<\varepsilon$ for all $\bar{l}=l-N_{\text {end }}+$ $1, \ldots, l$, the Cournot-Nash equilibrium of the CLSC network is reached, which is given by $X^{*}=X^{l *}$. For each $i=1, \ldots, I$, compute fitness ( $X_{i}^{*}$ ) to obtain the optimal expected profit of firm $i$, stop; otherwise, let $l=l+1$ and repeat iteration $l$.

We now define the following parameters for GA.
Let pop_size, $P_{c}$, and $P_{m}$ denote the population size, the crossover probability, and the mutation probability of the genetic algorithm, respectively. Let $\varepsilon$ be a small number. Let $N_{\text {end }}$ be the number of successive iterations that criteria $\Delta\left(X^{l *}\right)<\varepsilon$ needed to be satisfied before we can ensure the convergence of GA. GA can now be formally stated as follows.

## $G A$. Input parameters pop_size, $P_{c}, P_{m}, \varepsilon$, and $N_{\text {end }}$.

Iteration 0 . For each $i=1, \ldots, I$, choose initial pop_size strategy vectors to form the initial population $\mathrm{Pop}_{i}^{0}$ based on real-coded genetic algorithm. Compute fitness ( $X_{i}^{0}$ ) for each $X_{i}^{0} \in \operatorname{Pop}_{i}^{0}$ to obtain the best strategy vector $X_{i}^{0 *}$. Let $l=1$.

## Iteration 1

Step 1. For each $i=1, \ldots, I$, update the population $\operatorname{Pop}_{i}^{(l-1)}$ by spinning the roulette wheel with a bias towards selecting fitter strategy vectors to form the new population.

Step 2. For each $i=1, \ldots, I$, update the population Pop $_{i}^{(l-1)}$ by using the crossover operation and the mutation operation given in Appendix A. The new population obtained is denoted by Pop ${ }_{i}^{l}$.

Step 3. For each $i=1, \ldots, I$, compute fitness $\left(X_{i}^{l}\right)$ for each $X_{i}^{l} \in \operatorname{Pop}_{i}^{l}$ to obtain the best strategy vector $X_{i}^{l *}$. Hence obtain the best strategy vector for all the firms $X^{l *}=\left(X_{1}^{l *}, \ldots, X_{I}^{l *}\right)^{T}$.

Step 4. If $l<N_{\text {end }}$, let $l=l+1$ and repeat iteration $l$; otherwise go to Step 5.

Step 5. Compute $\Delta\left(X^{l *}\right)$. If $\Delta\left(X^{\bar{l} *}\right)<\varepsilon$, for all $\bar{l}=l-N_{\text {end }}+$ $1, \ldots, l$, the Cournot-Nash equilibrium of the CLSC network is reached, which is given by $X^{*}=X^{l *}$. For each $i=1, \ldots, I$, compute fitness $\left(X_{i}^{*}\right)$, which is the optimal expected profit of firm $i$, stop; otherwise, let $l=l+1$ and repeat iteration $l$.

Note that PSO algorithm and GA developed in this paper can always find the Cournot-Nash equilibrium in a certain number of iterations, even when the expected profit function $U_{i}(\cdot)(i=1, \ldots, I)$ defined by (28) is nondifferentiable.

## 5. Numerical Examples

In this section, two numerical examples are used to compare the efficiencies of the PSO algorithm, the genetic algorithm, and an algorithm based on variational inequalities for finding the Cournot-Nash equilibrium of the CLSC network. (The theory of variational inequality method is given in Appendix B.) In the first example (Example 1), all the given cost functions are differentiable. Thus, we can find the Cournot-Nash equilibrium by PSO algorithm, GA, and Euler algorithm (Dupuis and Nagurney [11]) based on variational inequality (Euler algorithm is given in Appendix C). In the second example (Example 2), the given cost functions corresponding to the manufacturing of the new products are not everywhere differentiable. We use this example to illustrate that both PSO algorithm and GA can still solve nonsmooth optimization problem efficiently, but the algorithm based on variational inequality is not efficient.

We consider a CLSC network involving oligopolistic competition among four firms. Each firm manufactures two products and has two manufacturers and two distribution centers to supply goods to three demand markets. Each firm also has two recovery centers for recycling the used products. For each of the examples solved in this section, we use the same demand price functions as those given by Zhou et al. [15].

Example 1 (comparison of the efficiencies of PSO algorithm, GA, and the Euler algorithm based on variational inequality for solving problems with smooth cost functions). In this example, the demand price functions are as given by Zhou et al. [15].

The operation cost of product $j$ in the forward logistics (which is a function of the product flow of product $j$ on all the paths in the forward logistics) is as follows:

$$
\begin{align*}
\widehat{c}_{j p^{f}}\left(x_{j P}\right)= & 2\left(x_{j p^{f}}\right)^{2}+[0.2 i+0.5 k] x_{j p^{f}} \\
& +\sum_{i=1}^{I} \sum_{k=1}^{n_{R}} \sum_{p^{f} \in P_{k}^{i}} x_{j p^{f}} \tag{66}
\end{align*}
$$

where $p^{f} \in P_{k}^{i}(i=1,2,3,4, j=1,2$, and $k=1,2,3)$. The above operation cost is modified from that of Zhou et al.'s paper [15] by adding the last two terms of (66) to capture the competition among firms for the optimal product flows in the forward logistics.

The operation cost of product $j$ in the reverse logistics is as follows:

$$
\begin{equation*}
\widehat{c}_{j p^{r}}\left(x_{j p^{r}}\right)=0.2\left(x_{j p^{r}}\right)^{2}+[0.7 i+0.3 k] x_{j p^{r}} \tag{67}
\end{equation*}
$$

for any path $p^{r}$ connecting demand market $R_{k}$ to firm $i$ via the recovery center $C_{1}^{i}$ and

$$
\begin{equation*}
\widehat{c}_{j p^{r}}\left(x_{j p^{r}}\right)=0.2\left(x_{j p^{r}}\right)^{2}+[0.3 i+0.7 k] x_{j p^{r}} \tag{68}
\end{equation*}
$$

for any path $p^{r}$ connecting demand market $R_{k}$ to firm $i$ via the recovery center $C_{2}^{i}$, where $p^{r} \in \widehat{P}_{k}^{i}(i=1,2,3,4$ and $k=$ $1,2,3$ ).

The manufacturing cost of new products and the remanufacturing cost of returned products, which are exactly the same as those in Zhou et al.'s paper [15], are as follows:

$$
\begin{align*}
& \bar{f}_{i j}\left(x_{i j}^{\mathrm{New}}\right)=2.5\left(x_{i j}^{\mathrm{New}}\right)^{2}+2 x_{i j}^{\mathrm{New}}, \\
& \bar{f}_{i j}^{\mathrm{Re}}\left(x_{i j}^{\mathrm{Re}}\right)=\left(x_{i j}^{\mathrm{Re}}\right)^{2}+0.5 x_{i j}^{\mathrm{Re}} . \tag{69}
\end{align*}
$$

where $i=1,2,3,4, j=1,2$, and $k=1,2,3$.
Assume that $\widehat{d}_{i j k}$ is uniformly distributed in $\left[0, \tau_{i j k}\right]$ with probability density function given by

$$
\mathscr{F}_{i j k}(x)= \begin{cases}\frac{1}{\tau_{i j k}}, & \text { if } x \in\left[0, \tau_{i j k}\right]  \tag{70}\\ 0, & \text { if } x \in\left(\tau_{i j k},+\infty\right)\end{cases}
$$

where, for product $j=1, \tau_{1 j k}=28, \tau_{2 j k}=27, \tau_{3 j k}=26$, and $\tau_{4 j k}=25(k=1,2,3)$ and, for product $j=2, \tau_{1 j k}=20$, $\tau_{2 j k}=19, \tau_{3 j k}=18$, and $\tau_{4 j k}=17(k=1,2,3)$.

Assume that $\widehat{r}_{k j i}$ is uniformly distributed in $\left[0, \widehat{\tau}_{k j i}\right]$ with probability density function given by

$$
\mathscr{F}_{k j i}^{r}(x)= \begin{cases}\frac{1}{\hat{\tau}_{k j i}}, & \text { if } x \in\left[0, \widehat{\tau}_{k j i}\right]  \tag{71}\\ 0, & \text { if } x \in\left(\widehat{\tau}_{k j i},+\infty\right)\end{cases}
$$

where, for product $j=1, \widehat{\tau}_{k j i}=8$ and, for product $j=2$, $\widehat{\tau}_{k j i}=6(k=1,2,3$ and $i=1,2,3,4)$.

The values of the parameters are as follows:
$\theta_{i j k}^{+}$(unit penalty incurred on firm $i$ due to excessive supply of product $j$ to demand market $R_{k}$ ) $=20$,
$\theta_{i j k}^{-}$(unit penalty incurred on firm $i$ due to insufficient supply of product $j$ to demand market $R_{k}$ ) $=20$,
$\rho_{j}^{\mathrm{Re}}$ (purchase cost per item of returned product $j$
from demand market $R_{k}$ to firm $\left.i\right)=10$,
$\bar{\rho}$ (disposal fee per item of the used products at the landfill site $)=10$,
$\bar{x}$ (the maximum quantity of new product $j$ manufactured by firm $i)=50$,
where $i=1,2,3,4, j=1,2$, and $k=1,2,3$.
We have solved Example 1 by PSO algorithm, GA, and the Euler algorithm based on the variational inequality. All


Figure 2: Values of the error function for Example 1 by PSO algorithm.
the optimal strategies in the forward logistics and the reverse logistics at the Cournot-Nash equilibrium are depicted in Tables 1 and 2, respectively.

The fourth column of Tables 1 and 2 represents the mean values of the optimal strategies of all the firms obtained by PSO algorithm, using the following input parameters:

$$
\begin{align*}
\text { swarm_size } & =100, \\
\omega & =0.6, \\
c_{1} & =2, \\
c_{2} & =2, \\
v_{\max } & =4,  \tag{72}\\
v_{\min } & =-4, \\
\varepsilon & =0.01, \\
N_{\mathrm{end}} & =100
\end{align*}
$$

The mean values of the expected profits obtained by firm $i(i=1,2,3,4)$ at the Cournot-Nash equilibrium, denoted by $U_{\mathrm{PSO}, i}^{*}$, are

$$
\begin{align*}
& U_{\mathrm{PSO}, 1}^{*}=15716, \\
& U_{\mathrm{PSO}, 2}^{*}=15395, \\
& U_{\mathrm{PSO}, 3}^{*}=14636,  \tag{73}\\
& U_{\mathrm{PSO}, 4}^{*}=14451 .
\end{align*}
$$

Hence, the mean value of the total expected profit of all firms is 60234 .

Figure 2 shows the values of the error function $\Delta\left(X^{l *}\right)$ and Figure 3 shows all firms' fitness (i.e., fitness $\left(X_{1}^{l}\right)$, fitness $\left(X_{2}^{l}\right)$,


Figure 3: All firms' fitness for Example 1 by PSO algorithm.
fitness $\left(X_{3}^{l}\right)$, and fitness $\left(X_{4}^{l}\right)$ ) from iteration 0 to 500 for a particular result generated by PSO algorithm.

The sixth column of Tables 1 and 2 represents the mean values of the optimal strategies of all the firms obtained by GA, using the following input parameters:

$$
\begin{align*}
\text { pop_size } & =100, \\
P_{c} & =0.6, \\
P_{m} & =0.01,  \tag{74}\\
\varepsilon & =0.01, \\
N_{\text {end }} & =100 .
\end{align*}
$$

The mean values of the expected profits obtained by firm $i(i=1,2,3,4)$ at the Cournot-Nash equilibrium, denoted by $U_{\mathrm{GA}, i}^{*}$, are

$$
\begin{align*}
& U_{\mathrm{GA}, 1}^{*}=15712 \\
& U_{\mathrm{GA}, 2}^{*}=15361 \\
& U_{\mathrm{GA}, 3}^{*}=14701  \tag{75}\\
& U_{\mathrm{GA}, 4}^{*}=14417
\end{align*}
$$

Hence, the mean value of the total expected profit of all firms is 60191 .

Figure 4 shows the values of the error function $\Delta\left(X^{l *}\right)$ and Figure 5 shows all firms' fitness (i.e., fitness $\left(X_{1}^{l}\right)$, fitness $\left(X_{2}^{l}\right)$, fitness $\left(X_{3}^{l}\right)$, and fitness $\left(X_{4}^{l}\right)$ ) from iteration 0 to 1500 for a particular result generated by GA.

The eighth column of Tables 1 and 2 represents the optimal strategies of all the firms obtained by the Euler algorithm based on the variational inequality. The expected



Figure 4: Values of the error function for Example 1 by GA.


Figure 5: All firms' fitness for Example 1 by GA.
profits obtained by firm $i(i=1,2,3,4)$ at the Cournot-Nash equilibrium, denoted by $U_{E, i}^{*}$, are

$$
\begin{align*}
& U_{E, 1}^{*}=15729, \\
& U_{E, 2}^{*}=15430, \\
& U_{E, 3}^{*}=14715,  \tag{76}\\
& U_{E, 4}^{*}=14474 .
\end{align*}
$$

Hence, the total expected profit of all firms is 60348.
Figure 6 shows all firms' fitness (i.e., fitness $\left(X_{1}^{l}\right)$, fitness $\left(X_{2}^{l}\right)$, fitness $\left(X_{3}^{l}\right)$, and fitness $\left(X_{4}^{l}\right)$ ) obtained by the Euler algorithm from iteration 0 to 1500 .

Table 1: Comparison of the optimal strategies obtained by the Euler algorithm with the optimal strategies obtained by PSO algorithm and GA in the forward logistics of Example 1.


From the values of $U_{\mathrm{PSO}, i}^{*}, U_{\mathrm{GA}, i}^{*}$, and $U_{E, i}^{*}$ given in the previous paragraph, we observe that, on the average, the optimal expected profits of each of the firms obtained by each of the three algorithms are almost the same, with the total optimal expected profit (of all firms) obtained by the Euler algorithm being marginally higher than that obtained by PSO algorithm (by $0.33 \%$ ) and by GA (by $0.41 \%$ ). Thus, on
the average, the efficiency of the PSO algorithm, the genetic algorithm, and the Euler algorithm (based on the variational inequality) is almost the same, in terms of the accuracy of the computed equilibrium.

From Figure 6, we observe that the Euler algorithm (based on the variational inequality) converges to the Cournot-Nash equilibrium of the CLSC network in 1500

Table 2: Comparison of the optimal strategies obtained by the Euler algorithm with the optimal strategies obtained by PSO algorithm and GA in the reverse logistics of Example 1.


Note: optimal percentage of product $j$ returning from demand market $R_{k}$ to firm $i$ via recovery center $C_{2}^{i}=1-$ optimal percentage of product $j$ returning from demand market $R_{k}$ to firm $i$ via recovery center $C_{1}^{i}(\forall i=1,2,3,4, j=1,2$, and $k=1,2,3)$.
iterations. Such convergence of the sequence of solutions obtained by the Euler algorithm to the optimal solution of variational inequality has been proved by Dupuis and Nagurney [11] and Nagurney and Zhang [31]. On the other hand, the convergence of the sequence of solutions obtained by PSO algorithm (which converges in 500 iterations) and by GA (which converges in 1500 iterations) to the Cournot-Nash equilibrium is illustrated in Figure 2 to Figure 5. In terms of computational effort, the computational time required by the Euler algorithm to obtain the equilibrium of the CLSC network is 30.75 seconds, whereas the average computational time required by PSO algorithm and GA is 39.04 seconds and 115.18 seconds, respectively. Thus, on the average, the computational time required by PSO algorithm is slightly longer than that required by the Euler algorithm but is much shorter than that required by GA to obtain the equilibrium. Thus, the PSO algorithm is just as efficient as the Euler algorithm but is more efficient than the genetic algorithm,
in terms of the computational time required to obtain the equilibrium.

From this example, the two heuristics (PSO and GA) are effective in searching for a near-optimal solution despite the additional computational time as compared to the Euler algorithm. However, in reality, the production cost functions are not everywhere differentiable and, hence, the Euler algorithm is not applicable. In the next example, Example 2, some given functions are not everywhere differentiable and therefore we cannot find the Cournot-Nash equilibrium of the CLSC network by the Euler algorithm. PSO algorithm and GA, which do not require the gradient information of both the objective functions and the constraint functions, can still obtain the Cournot-Nash equilibrium efficiently.

Example 2 (comparison of the efficiencies of PSO algorithm and GA for solving problems with nonsmooth cost functions). It is the same as Example 1, except that the production cost functions $\bar{f}_{i j}$ in Example 1 are now being replaced by

$$
\begin{align*}
& \bar{f}_{i j}\left(x_{i j}^{\text {New }}\right) \\
& = \begin{cases}3.5\left(x_{i j}^{\text {New }}\right)^{2}+2.5 x_{i j}^{\text {New }}, & \text { if } x_{i j}^{\text {New }} \leq 10, i=1, \ldots, 4, j=1,2 \\
3.5\left(x_{i j}^{\text {New }}\right)^{2}+x_{i j}^{\text {New }}+15, & \text { if } x_{i j}^{\text {New }}>10, i=1, \ldots, 4, j=1,2 .\end{cases} \tag{77}
\end{align*}
$$

(In other words, the differentiable production cost functions in Example 1 are now being replaced by production cost functions which are not everywhere differentiable.) Thus, the main purpose of this example is to test the efficiency of PSO algorithm and GA for finding the Cournot-Nash equilibrium for problems involving nondifferentiable cost functions.

With the same input parameters as those used in Example 1, we run PSO algorithm and GA to obtain the near-optimal strategies. All the optimal strategies in the forward logistics and the reverse logistics at the CournotNash equilibrium are depicted in Tables 3 and 4, respectively.

The mean values of the expected profits obtained by firm $i(i=1,2,3,4)$ at the Cournot-Nash equilibrium, denoted by $U_{\mathrm{PSO}, i}^{*}$ and $U_{\mathrm{GA}, i}^{*}$, respectively, are

$$
\begin{align*}
U_{\mathrm{PSO}, 1}^{*} & =14377, \\
U_{\mathrm{PSO}, 2}^{*} & =14140, \\
U_{\mathrm{PSO}, 3}^{*} & =13550, \\
U_{\mathrm{PSO}, 4}^{*} & =13376, \\
U_{\mathrm{GA}, 1}^{*} & =14364, \\
U_{\mathrm{GA}, 2}^{*} & =14138, \\
U_{\mathrm{GA}, 3}^{*} & =13500, \\
U_{\mathrm{GA}, 4}^{*} & =13367 . \tag{78}
\end{align*}
$$

Hence, the mean value of the total expected profit of all firms obtained by PSO algorithm is 55443 and that obtained by GA is 55369 .

From the values of $U_{\mathrm{PSO}, i}^{*}$ and $U_{\mathrm{GA}, i}^{*}$ given in the previous paragraph, we observe that, on the average, the optimal expected profits of each of the firms obtained by each of the two algorithms are almost the same, with the total optimal expected profit (of all the firms) obtained by PSO algorithm being marginally higher (by $0.13 \%$ ) than that obtained by GA.

Figures 7 and 9 show the values of the error functions obtained by PSO algorithm and GA, respectively, whereas Figures 8 and 10 show all firms' fitness obtained by the above two algorithms, respectively. From Figures 7 and 9, we observe that PSO algorithm and GA converge to the Cournot-Nash equilibrium of the CLSC network in 500 iterations and 2000 iterations, respectively. In terms of computational effort, the average computational time required by PSO algorithm and GA is 35.59 seconds and 121.51 seconds, respectively. Hence, the average computational time
required by the PSO algorithm to obtain the Cournot-Nash equilibrium of the CLSC network is much shorter than that required by the genetic algorithm. Similar to the conclusion of Example 1, the PSO algorithm is more efficient than the genetic algorithm, in terms of computational effort.

Remark 3. From Examples 1 and 2, we conclude that as long as the given functions are continuous (it does not matter whether they are differentiable everywhere or not), on the average, the efficiency of the PSO algorithm and the genetic algorithm is almost the same, in terms of the accuracy of the computed equilibrium; however, the PSO algorithm is more efficient than the genetic algorithm, in terms of the computational time required to obtain the equilibrium. This difference in efficiencies between the two algorithms in terms of speed is probably due to the fact that genetic algorithms are more suitable for solving combinatorial problems than problems with a continuous solution space. (Note that the problem of finding the Cournot-Nash equilibrium of the CLSC network in our paper is transformed into solving sequences of optimization problems with a continuous solution space in Section 4.)

Remark 4. Since the production cost functions in this example are continuous but not everywhere differentiable, we cannot get the variational inequality formulation of this example and thus cannot obtain the Cournot-Nash equilibrium by the variational inequality method. Thus, PSO algorithm and GA of this paper are particularly useful for solving this nonsmooth problem, because they do not require the gradient information of both the objective functions and the constraint functions.

## 6. Conclusion and Suggestions for Further Studies

In this paper, we develop stochastic multiproducts closedloop supply chain network equilibrium model involving oligopolistic competition for multiproducts and their product flow routings in the entire supply chain. This model belongs to the context of oligopolistic firms that compete noncooperatively in a Cournot-Nash framework under a stochastic environment. Since the problem of finding the CournotNash for the oligopolistic competition CLSC network model in our paper can be transformed into solving sequences of optimization problems with a continuous solution space, both the PSO algorithm and the genetic algorithm can be used for finding the above equilibrium. The numerical results show that when all the given functions are differentiable,


Figure 6: All firms' fitness for Example 1 by Euler algorithm.


Figure 7: Values of the error function for Example 2 by PSO algorithm.
the efficiencies of the PSO algorithm, the genetic algorithm, and an algorithm based on variational inequality are almost the same, in terms of the accuracy of the computed equilibrium. However, the PSO algorithm is just as efficient as the algorithm based on variational inequality but more efficient than the genetic algorithm, in terms of the computational time required to obtain the equilibrium. For problems involving nondifferentiable cost functions, the numerical results show that the PSO algorithm and the genetic algorithm can still find the Cournot-Nash equilibrium efficiently, but the algorithm based on variational inequality is not efficient. Thus, we conclude that both the PSO algorithm and the genetic algorithm can solve optimization problems with


Figure 8: All firms' fitness for Example 2 by PSO algorithm.


Figure 9: Values of the error function for Example 2 by GA.
a continuous solution space efficiently, but the PSO algorithm is faster than the genetic algorithm. In the future, we would like to apply the PSO algorithm and the genetic algorithm to solve problems involving a multiperiod CLSC network under oligopolistic competition among firms.

## Appendices

## A. The Crossover Operation and the Mutation Operation

In the following crossover and mutation operation, the term "chromosome" is used to represent the strategy vector of firm $i$ (denoted by $X_{i}$, where $X_{i} \in K_{i}$ ).

Table 3: Comparison of the optimal strategies obtained by PSO algorithm and GA in the forward logistics of Example 2.


## Crossover Operation. Consider the following.

Step 1. Among all the chromosomes in a given population of size pop_size, we choose $m_{1}=$ pop_size $\times P_{c}$ chromosome as parents (where $P_{c}<1$ ), with the probability of each chromosome being selected equal to $P_{c}$.

Step 2. We group all the selected parents in Step 1 into pairs and denoted them by $\left(\operatorname{par}_{1, j}, \operatorname{par}_{2, j}\right), j=1, \ldots, m_{1} / 2$. Then for each pair of parents, we generate a random number, denoted
by rand ${ }_{1}$, from the interval $(0,1)$ and create a pair of children according to these formulae:

$$
\begin{array}{r}
\operatorname{child}_{1, j}=\operatorname{rand}_{1} * \operatorname{par}_{1, j}+\left(1-\operatorname{rand}_{1}\right) * \operatorname{par}_{2, j} \\
j=1, \ldots, \frac{m_{1}}{2},  \tag{A.1}\\
\operatorname{child}_{2, j}=\left(1-\operatorname{rand}_{1}\right) * \operatorname{par}_{1, j}+\operatorname{rand}_{1} * \operatorname{par}_{2, j} \\
j=1, \ldots, \frac{m_{1}}{2} .
\end{array}
$$

TAbLe 4: Comparison of the optimal strategies obtained by PSO algorithm and GA in the reverse logistics of Example 2.


Note: optimal percentage of product $j$ returning from demand market $R_{k}$ to firm $i$ via recovery center $C_{2}^{i}=1-$ optimal percentage of product $j$ returning from demand market $R_{k}$ to firm $i$ via recovery center $C_{1}^{i}(\forall i=1,2,3,4, j=1,2$, and $k=1,2,3)$.


Figure 10: All firms' fitness for Example 2 by GA.

Replace these $m_{1}$ parents by their children to obtain the new population.

## Mutation Operation. Consider the following.

Step 1. Among all the chromosomes in a given population of size pop_size, we choose $m_{2}=$ pop_size $\times P_{m}$ chromosome as parents (where $P_{m}<1$ ), with the probability of each chromosome being selected equal to $P_{m}$.

Step 2. Denote each selected parent in Step 1 by $\operatorname{par}_{j}, j=$ $1, \ldots, m_{2}$. Then, for each par $_{j}$, we choose a feasible direction $d_{j}$ and create a child according to this formula:

$$
\begin{equation*}
\operatorname{child}_{j}=\operatorname{par}_{j}+\operatorname{rand}_{2} * d_{j}, \quad j=1, \ldots, m_{2} \tag{A.2}
\end{equation*}
$$

where $\operatorname{rand}_{2}$ is a random number generated in the interval $(0,1)$. Replace these $m_{2}$ parents by their children to obtain the new population.

## B. The Theorem of Variational Inequality Method

Theorem C. Suppose that Assumptions A and B are satisfied, and suppose that the expected profit function $U_{i}(X)(i=$ $1, \ldots, I)$ defined by (28) is differentiable with respect to
the decision variable $X$ defined by (4). Then the strategy vector of all firms $X^{*} \in \mathbb{R}_{+}^{\sum_{i=1}^{I}\left(n_{M}^{i} \times n_{D}^{i}+n_{C}^{i}\right) n_{R} J+I J} \cup \mathbb{R}^{I J K}$ is a CournotNash equilibrium of the CLSC network defined by Definition 3 if there exist $\lambda_{1}^{*} \in \mathbb{R}_{+}^{I J}, \lambda_{2}^{*} \in \mathbb{R}_{+}^{I J}, \lambda_{3}^{*} \in \mathbb{R}_{+}^{I J K}$, and $\lambda_{4}^{*} \in \mathbb{R}^{I J K}$, such that the following variational inequality holds:

$$
\begin{align*}
& \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{n_{R}} \sum_{p} \sum_{p_{k}^{p}}\left[\frac{\partial \widehat{c}_{j p^{f}}\left(x_{j p}^{*}\right)}{\partial x_{j p^{f}}}+\theta_{i j k}^{+} \operatorname{Pr}\left(\widehat{d}_{i j k} \leq v_{i j k}^{*}\right)+\theta_{i j k}^{-}\left(\operatorname{Pr}\left(\widehat{d}_{i j k} \leq v_{i j k}^{*}\right)-1\right)-\int_{v_{i j k}}^{+\infty} \bar{G}\left(\widehat{d}_{i j k}\right) \mathscr{F}_{i j k}\left(\widehat{d}_{i j k}\right) d \widehat{d}_{i j k}+\bar{\rho}+\lambda_{2 i j}^{*}-\lambda_{3 i j k}^{*}\right] \\
& \cdot\left[x_{j p^{t}}-x_{j p^{f}}^{*}\right]+\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{n_{R}} \sum_{p^{r} \in \hat{P}_{k}^{\prime}}\left[\frac{\partial E\left[\widehat{c}_{j p^{r}}\left(y_{j p^{*}}^{*} \widehat{r}_{k j i}\right)\right]}{\partial y_{j p^{r}}}-\lambda_{4 i j k}^{*}\right]\left[y_{j p^{r}}-y_{j p^{r}}^{*}\right]+\sum_{i=1}^{I} \sum_{j=1}^{J}\left[\frac{\partial \bar{f}_{i j}\left(x_{i j}^{\text {New } *}\right)}{\partial x_{i j}^{N N w}}+\lambda_{1 i j}^{*}-\lambda_{2 i j}^{*}\right] \\
& \cdot\left[x_{i j}^{\mathrm{New}}-x_{i j}^{\mathrm{New} *}\right]+\sum_{i=1}^{I} \sum_{j=1}^{J}\left[\bar{x}-x_{i j}^{\mathrm{New} *}\right] \times\left[\lambda_{1 i j}-\lambda_{1 i j}^{*}\right]+\sum_{i=1}^{I} \sum_{j=1}^{I}\left[x_{i j}^{\mathrm{New} *}+E\left(x_{i j}^{\mathrm{Re}}\right)-\sum_{k=1}^{n_{R}} \sum_{p^{f} \in P_{k}^{k}} x_{j p^{f}}^{*}\right]\left[\lambda_{2 i j}-\lambda_{2 i j}^{*}\right]  \tag{B.1}\\
& +\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{n_{R}}\left[\sum_{p^{f} \in P_{k}^{i}} x_{j p^{f}}^{*}-E\left(r_{k j i}\right)\right]\left[\lambda_{3 i j k}-\lambda_{3 i j k}^{*}\right]+\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{n_{R}}\left[\sum_{p^{f} \in \mathcal{P}_{k}} y_{j p^{r}}-1\right]\left[\lambda_{4 i j k}-\lambda_{4 i j k}^{*}\right] \geq 0, \\
& \forall\left(X ; \lambda_{1} ; \lambda_{2} ; \lambda_{3} ; \lambda_{4}\right) \in \mathbb{R}_{+}^{\left.\sum_{i=1}^{I}\left(n_{M}^{i} \times n_{D}^{i}\right)_{n}\right) n_{J} J+3 I J+I J K} \bigcup \mathbb{R}^{I J K},
\end{align*}
$$

where $\bar{G}\left(\hat{d}_{i j k}\right)$ is as defined in (39) and $\lambda_{1 i j}, \lambda_{2 i j}, \lambda_{3 i j k}$, and $\lambda_{4 i j k}$ are Lagrangian multipliers of constraints (30), (31), (32), and (33), respectively.

Proof. The proof of Theorem C follows from that of Theorem 1 of [8].

Variational inequality has a standard form.
Find $Z^{*} \in \mathbb{R}_{+}^{\sum_{i=1}^{I}\left(n_{M}^{i} \times n_{D}^{i}+n_{C}^{i}\right) n_{R} J+3 I J+I J K} \bigcup \mathbb{R}^{I J K}$, such that

$$
\begin{align*}
& \left\langle F\left(Z^{*}\right), Z-Z^{*}\right\rangle \geq 0 \\
& \forall Z \in \mathbb{R}_{+}^{\sum_{i=1}^{I}\left(n_{M}^{i} \times n_{D}^{i}+n_{C}^{i}\right) n_{R} J+3 I J+I J K} \bigcup \mathbb{R}^{I J K}, \tag{B.2}
\end{align*}
$$

where $Z=\left(X, \lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right), F(Z)=\left(F_{1}(Z), F_{2}(Z), F_{3}(Z)\right.$, $\left.F_{4}(Z), F_{5}(Z), F_{6}(Z), F_{7}(Z)\right), F_{1}(Z) \in \mathbb{R}^{\sum_{i=1}^{I}\left(n_{M}^{i} \times n_{D}^{i}\right) n_{R} J}, F_{2}(Z) \in$ $\mathbb{R}^{\sum_{i=1}^{I} n_{C}^{i} n_{R} J}, F_{3}(Z) \in \mathbb{R}^{I J}, F_{4}(Z) \in \mathbb{R}^{I J}, F_{5}(Z) \in \mathbb{R}^{I J}, F_{6}(Z) \in$ $\mathbb{R}^{I J K}, F_{7}(Z) \in \mathbb{R}^{I J K}$, the component of $F_{1}(Z)$ corresponding to the variable $x_{j p^{f}}\left(\forall p^{f} \in P_{k}^{i}, \forall i, \forall j, \forall k\right)$ is

$$
\begin{aligned}
& \frac{\partial \widehat{c}_{j p^{f}}\left(x_{j p}\right)}{\partial x_{j p^{f}}}+\theta_{i j k}^{+} \operatorname{Pr}\left(\widehat{d}_{i j k} \leq v_{i j k}\right) \\
& \quad+\theta_{i j k}^{-}\left(\operatorname{Pr}\left(\widehat{d}_{i j k} \leq v_{i j k}\right)-1\right) \\
& \quad-\int_{v_{i j k}}^{+\infty} \bar{G}\left(\widehat{d}_{i j k}\right) \mathscr{F}_{i j k}\left(\widehat{d}_{i j k}\right) \mathrm{d} \widehat{d}_{i j k}+\bar{\rho}+\lambda_{2 i j} \\
& \quad-\lambda_{3 i j k},
\end{aligned}
$$

the component of $F_{2}(Z)$ corresponding to the variable $y_{j p^{r}}$ $\left(\forall p^{r} \in \widehat{P}_{k}^{i}, \forall i, \forall j, \forall k\right)$ is

$$
\begin{equation*}
\frac{\partial E\left[\widehat{c}_{j p^{r}}\left(y_{j p^{r}} \widehat{r}_{k j i}\right)\right]}{\partial y_{j p^{r}}}-\lambda_{4 i j k}, \tag{B.4}
\end{equation*}
$$

the component of $F_{3}(Z)$ corresponding to the variable $x_{i j}^{\mathrm{New}}$ $(\forall i, \forall j)$ is

$$
\begin{equation*}
\frac{\partial \bar{f}_{i j}\left(x_{i j}^{\text {New }}\right)}{\partial x_{i j}^{\text {New }}}+\lambda_{1 i j}-\lambda_{2 i j} \tag{B.5}
\end{equation*}
$$

the component of $F_{4}(Z)$ corresponding to the variable $\lambda_{1 i j}$ ( $\forall i, \forall j$ ) is

$$
\begin{equation*}
\bar{x}-x_{i j}^{\text {New }}, \tag{B.6}
\end{equation*}
$$

the component of $F_{5}(Z)$ corresponding to the variable $\lambda_{2 i j}$ ( $\forall i, \forall j$ ) is

$$
\begin{equation*}
x_{i j}^{\mathrm{New}}+E\left(x_{i j}^{\mathrm{Re}}\right)-\sum_{k=1}^{n_{\mathrm{R}}} \sum_{p^{f} \in P_{k}^{i}} x_{j p^{f}}, \tag{B.7}
\end{equation*}
$$

the component of $F_{6}(Z)$ corresponding to the variable $\lambda_{3 i j k}$ ( $\forall i, \forall j, \forall k$ ) is

$$
\begin{equation*}
\sum_{p^{f} \in P_{k}^{i}} x_{j p^{f}}-E\left(r_{k j i}\right), \tag{B.8}
\end{equation*}
$$

and the component of $F_{7}(Z)$ corresponding to the variable $\lambda_{4 i j k}(\forall i, \forall j, \forall k)$ is

$$
\begin{equation*}
\sum_{p^{r} \in \widehat{P}_{k}^{i}} y_{j p^{r}}-1 . \tag{B.9}
\end{equation*}
$$

## C. Euler Algorithm

Euler algorithm is induced by the general iterative scheme of [11]. At iteration $l$ of the Euler algorithm, one computes

$$
\begin{equation*}
Z^{l+1}=P_{K}\left(Z^{l}-\alpha^{l} F\left(Z^{l}\right)\right) \tag{C.1}
\end{equation*}
$$

where $P_{K}$ is the projection on the set $K$ and $F$ is the function corresponding to the variational inequality in Appendix B.
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