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#### Abstract

Based on the extended triangular norm, several new operational laws for linguistic variables and uncertain linguistic variables (ULVs) are defined. To avoid the limitations of existing linguistic aggregation operators, a series of extended uncertain linguistic (UL) geometric aggregation operators are proposed on the basis of the extended triangular norm. In addition, a multiattribute group decision making (MAGDM) method dealing with UL information is developed based on the extended UL geometric aggregation operators. Finally, an example is presented to show the efficiency of the developed approach in solving MAGDM problems.


## 1. Introduction

Due to the increasing complexity of the decision problem and our limited ability, in the multiattribute group decision making (MAGDM) process, decision makers sometimes have difficulty in providing their opinions with crisp numbers. Alternatively, by means of linguistic information, they think they can express their opinions more naturally and straightforward. The studies on decision making with linguistic information have been widely performed and many methods have been developed to solve the decision making problem with linguistic information [1-12].

Sometimes, decision makers may feel that they cannot fully or accurately express their opinions with only one linguistic term. Xu [13] proposed the concept of ULV which can be regarded as one linguistic interval and is convenient for decision makers to better express their opinions. In view of the key role that aggregation operators always play in the decision making process, many UL aggregation operators have been put forward. For instance, Xu [13] introduced the UL ordered weighted averaging (ULOWA) operator and the UL hybrid aggregation (ULHA) operator. Xu [14] developed induced uncertain linguistic OWA (IULOWA) operators, where the second components are ULVs. Xu [15] defined the uncertain multiplicative linguistic preference relation and proposed several UL geometric operators. Wei [16] proposed
an UL hybrid geometric mean (ULHGM) operator. Peng et al. [17] proposed an uncertain pure linguistic hybrid harmonic averaging (UPLHHA) operator. Based on the extended triangular conorm, Lan et al. [18] defined some new operational laws for linguistic variables and put forward several extended UL aggregation operators. Motivated by Bonferroni mean, Wei et al. [19] proposed several UL Bonferroni aggregation operators. Peng et al. proposed [20] some multigranular UL prioritized aggregation operators based on the prioritized aggregation operator.

Yager [21] introduced the power-average (PA) operator and the power OWA (POWA) operator which allow arguments to support each other in the aggregation process. On this basis, Xu and Yager [22] developed the power geometric (PG) operator, weighted PG operator, and POWG operator. Due to special properties of power aggregation operators, many linguistic power aggregation operators have been proposed. Zhou and Chen [23] proposed the generalized linguistic PA operator, the weighted generalized linguistic PA operator, and the generalized linguistic POWA operator. Xu and Wang [24] developed 2-tuple linguistic PA operator, 2tuple linguistic weighted PA operator, and 2-tuple linguistic POWA operator. Xu et al. [25] defined the linguistic PA operator, the linguistic weighted PA operator, the linguistic POWA operator, the uncertain linguistic PA operator, and the uncertain linguistic POWA operator.

However, most of the abovementioned linguistic and UL aggregation operators are developed on the basis of the basic operational laws, by which the computing results derived sometimes may be beyond the discourse domain of the original linguistic variable and lead to a question on how to define the semantics for it. In addition, up to now, there is no PG operator developed for dealing with UL decision making problems. To overcome such issues, motivated by Lan et al. [18], we introduce the extended triangular norm and propose several uncertain linguistic PG operators based on the extended triangular norm. This paper is structured as below. Section 2 briefly introduces the basic knowledge that will be used in the following sections. Section 3 proposes several UL geometric operators based on extended triangular norm. In Section 4, a MAGDM method dealing with UL information is developed. In Section 5, an example is presented to show the efficiency of the developed approach in solving MAGDM problems. Section 6 gives the conclusions.

## 2. Preliminaries

Suppose that $S=\left\{s_{i} \mid i=1,2, \ldots, t\right\}$ is a linguistic term set (LTS), where the odd $t$ expresses the cardinality and $s_{i}$ denotes a possible linguistic value. For instance, a LTS with seven terms is expressed as below.
$S=\left\{s_{1}=\right.$ none, $s_{2}=$ very low, $s_{3}=$ low, $s_{4}=$ medium, $s_{5}=$ high, $s_{6}=$ very high, $s_{7}=$ perfect [6].

The LTS has the properties as below [6]:
(1) $s_{j} \geq s_{k}$, if and only if $j \geq k$,
(2) negation operator: $\operatorname{Neg}\left(s_{j}\right)=s_{k}$ such that $k=t+1-j$.

Xu [26] proposed a continuous LTS $\bar{S}=\left\{s_{\alpha} \mid s_{1} \leq s_{\alpha} \leq\right.$ $\left.s_{t}, \alpha \in[1, t]\right\}$, where $s_{\alpha}$ is an original linguistic term if $s_{\alpha} \in S$; otherwise, $s_{\alpha}$ is a virtual linguistic term.

Suppose that $s_{\alpha}, s_{\beta} \in \bar{S}$, and $\mu, \mu_{1}, \mu_{2} \in[0,1] ; \mathrm{Xu}$ [26] gave the following operational laws:

$$
\begin{gather*}
\left(s_{\alpha}\right)^{\mu}=s_{\alpha^{\mu}}, \\
\left(s_{\alpha}\right)^{\mu_{1}} \otimes\left(s_{\alpha}\right)^{\mu_{2}}=\left(s_{\alpha}\right)^{\mu_{1}+\mu_{2}},  \tag{1}\\
\left(s_{\alpha} \otimes s_{\beta}\right)^{\mu}=\left(s_{\alpha}\right)^{\mu} \otimes\left(s_{\beta}\right)^{\mu}, \\
s_{\alpha} \otimes s_{\beta}=s_{\beta} \otimes s_{\alpha}=s_{\alpha \beta} . \tag{2}
\end{gather*}
$$

Besides, Xu [13] defined the ULV with the expression $\widetilde{s}=$ $\left[s_{\alpha}, s_{\beta}\right.$ ], where $s_{\alpha}, s_{\beta} \in \bar{S}, s_{\beta}$ and $s_{\alpha}$ denote the upper and lower bounds, respectively. In particular, the ULV degenerates to one linguistic variable if $\alpha=\beta$. To rank ULVs, Xu [15] gave the concept of possibility degree.

Definition 1. Let $\widetilde{s}_{1}=\left[s_{\alpha_{1}}, s_{\beta_{1}}\right]$ and $\widetilde{s}_{2}=\left[s_{\alpha_{2}}, s_{\beta_{2}}\right]$ be two ULVs, and let len $\left(\widetilde{s}_{1}\right)=\beta_{1}-\alpha_{1}$ and len $\left(\widetilde{s}_{2}\right)=\beta_{2}-\alpha_{2}$; the possibility degree of $\widetilde{s}_{1} \geq \widetilde{\mathfrak{s}}_{2}$ is defined as

$$
\begin{align*}
& p\left(\widetilde{s}_{1} \geq \widetilde{s}_{2}\right) \\
& \quad=\frac{\max \left\{0, \operatorname{len}\left(\widetilde{s}_{1}\right)+\operatorname{len}\left(\widetilde{s}_{2}\right)-\max \left(\beta_{2}-\alpha_{1}, 0\right)\right\}}{\operatorname{len}\left(\widetilde{s}_{1}\right)+\operatorname{len}\left(\widetilde{s}_{2}\right)} . \tag{3}
\end{align*}
$$

If $p\left(\widetilde{s}_{1} \geq \widetilde{s}_{2}\right) \geq 0.5$, the order between $\widetilde{s}_{1}$ and $\widetilde{s}_{2}$ is denoted by $\widetilde{s}_{1}>\widetilde{s}_{2}$.

Obviously, the possibility degree has the following properties:
(1) $0 \leq p\left(\widetilde{s}_{1} \geq \widetilde{s}_{2}\right) \leq 1,0 \leq p\left(\widetilde{s}_{2} \geq \widetilde{s}_{1}\right) \leq 1$;
(2) $p\left(\widetilde{s}_{1} \geq \widetilde{s}_{2}\right)+p\left(\widetilde{s}_{2} \geq \widetilde{s}_{1}\right)=1$. In particular, $p\left(\widetilde{s}_{1} \geq \widetilde{s}_{1}\right)=$ $p\left(\widetilde{s}_{2} \geq \widetilde{s}_{2}\right)=0.5$.

If a series of ULVs $\widetilde{s}_{i}=\left[s_{\alpha_{i}}, s_{\beta_{i}}\right](i=1,2, \ldots, m)$ should be ranked, a likelihood matrix is constructed as below:

$$
P=\left(p_{i j}\right)_{m \times m}=\left[\begin{array}{cccc}
p_{11} & p_{12} & \cdots & p_{1 m}  \tag{4}\\
p_{21} & p_{22} & \cdots & p_{2 m} \\
\vdots & \vdots & \vdots & \vdots \\
p_{m 1} & p_{m 2} & \cdots & p_{m m}
\end{array}\right]
$$

where $p_{i j}=p\left(\widetilde{s}_{i} \geq \widetilde{s}_{j}\right)$.
Thus, the order of the ULVs is obtained in accordance with the values of $p_{i}(i=1,2, \ldots, m)$ [27]:

$$
\begin{equation*}
p_{i}=\frac{\sum_{j=1}^{m} p_{i j}+m / 2-1}{m(m-1)} . \tag{5}
\end{equation*}
$$

Definition 2 (see $[28,29]$ ). A $T$-norm is a mapping $T:[0,1] \times$ $[0,1] \rightarrow[0,1]$ satisfying, for all $a, b, c, d \in[0,1]$,
(1) (boundary condition) $T(a, 1)=a$;
(2) (commutativity) $T(a, b)=T(b, a)$;
(3) (associativity) $T(a, T(b, c))=T(T(a, b), c)$;
(4) (monotonicity) $T(a, b) \leq T(c, d)$ whenever $a \leq c, b \leq$ d.

Motivated by Lan et al. [18], in what follows, we extend the $T$-norm to interval $[1, t](t>1)$.

Definition 3. An extended $T^{*}$-norm is a mapping $T^{*}:[1, t] \times$ $[1, t] \rightarrow[1, t]$ satisfying, for all $a, b, c, d \in[1, t]$,
(1) (boundary condition) $T^{*}(a, t)=a$;
(2) (commutativity) $T^{*}(a, b)=T^{*}(b, a)$;
(3) (associativity) $T^{*}\left(a, T^{*}(b, c)\right)=T^{*}\left(T^{*}(a, b), c\right)$;
(4) (monotonicity) $T^{*}(a, b) \leq T^{*}(c, d)$ whenever $a \leq c$, $b \leq d$.

Let $f:[1, t] \rightarrow[1,+\infty)$ be a strictly monotone decreasing and continuous function with $f(1)=+\infty$ and $f(t)=1$.

Lan et al. [18] proposed an interactive method to build the function of $f$; that is, given the utility values of $f(1), f(2), \ldots, f(t)$ by decision makers, the nonlinear curvefit method is performed to obtain the approximate function of $f(x)$. For reason of simplicity, unless otherwise stated, we suppose $f(x)=(t-1) /(x-1)$ in the following text. Obviously, $f(x)=(t-1) /(x-1)$ has the properties that $f(1)=+\infty$ and $f(t)=1$. Furthermore, we can easily derive the inverse function of $f(x)$; that is, $f^{-1}(x)=(x+t-1) / x$.

Definition 4. Suppose that $T_{0}:[1, t] \times[1, t] \rightarrow[1, t]$ is a binary operator; for any $a, b \in[1, t], T_{0}$ is defined as

$$
\begin{equation*}
T_{0}(a, b)=f^{-1}(f(a) * f(b)) \tag{6}
\end{equation*}
$$

where $f^{-1}$ is the inverse function of $f$.
Theorem 5. $T_{0}(a, b)$ is an extended $T^{*}$-norm in $[1, t]$.
Proof. Let $a, b, c, d \in[1, t]$.
(1) Since $f(t)=1$, we have $T_{0}(a, t)=f^{-1}(f(a) * f(t))=$ $f^{-1}(f(a))=a$.
(2) Consider $T_{0}(a, b)=f^{-1}(f(a) * f(b))=f^{-1}(f(b) *$ $f(a))=T_{0}(b, a)$.
(3) Consider $T_{0}\left(a, T_{0}(b, c)\right)=f^{-1}\left(f(a) * f\left(f^{-1}(f(b) *\right.\right.$ $f(c)))=f^{-1}(f(a) * f(b) * f(c))=f^{-1}\left(f^{-1}(f(f(a) *\right.$ $f(b)) * f(c)))=T_{0}\left(T_{0}(a, b), c\right)$.
(4) Since $f$ is a strictly monotone decreasing and continuous function, then $f^{-1}$ is also a strictly monotone decreasing and continuous function.

If $a \leq c$ and $b \leq d$, we have $f(a) \geq f(c) \geq 1, f(b) \geq$ $f(d) \geq 1$, and so $f(a) * f(b) \geq f(c) * f(d)$.

Thus, we obtain $f^{-1}(f(a) * f(b)) \leq f^{-1}(f(c) * f(d))$; that is, $T_{0}(a, b) \leq T_{0}(c, d)$.

With the above analysis, the operational laws based on extended $T^{*}$-norm can be derived as below.

Definition 6. Suppose that linguistic terms $s_{\alpha}, s_{\beta} \in \bar{S}=\left\{s_{\alpha} \mid\right.$ $\left.s_{1} \leq s_{\alpha} \leq s_{t}, \alpha \in[1, t]\right\}$, and $\mu \in(0,+\infty)$; the operational laws are defined as below:

$$
\begin{gather*}
s_{\alpha} \otimes s_{\beta}=s_{T_{0}(\alpha, \beta)}=s_{f^{-1}(f(\alpha) * f(\beta))}  \tag{7}\\
\left(s_{\alpha}\right)^{\mu}=s_{f^{-1}\left((f(\alpha))^{\mu}\right)},
\end{gather*}
$$

where $f:[1, t] \rightarrow[1,+\infty)$ is a strictly monotone decreasing and continuous function with $f(1)=+\infty$ and $f(t)=1$.

Theorem 7. Suppose that linguistic terms $s_{\alpha}, s_{\beta}, s_{\chi}, s_{\delta} \in \bar{S}=$ $\left\{s_{\alpha} \mid s_{1} \leq s_{\alpha} \leq s_{t}, \alpha \in[1, t]\right\}$, and $\mu, \mu_{1}, \mu_{2} \in(0,+\infty)$; then the properties of the operational laws are presented as below:
(1) $s_{\alpha} \otimes s_{t}=s_{\alpha}$;
(2) $s_{\alpha} \otimes s_{\beta}=s_{\beta} \otimes s_{\alpha}$;
(3) $\left(s_{\alpha} \otimes s_{\beta}\right) \otimes s_{\chi}=s_{\alpha} \otimes\left(s_{\beta} \otimes s_{\chi}\right)$;
(4) $s_{\alpha} \otimes s_{\beta} \geq s_{\chi} \otimes s_{\delta}$, if $\alpha \geq \chi, \beta \geq \delta$;
(5) $\left(s_{\alpha} \otimes s_{\beta}\right)^{\mu}=\left(s_{\alpha}\right)^{\mu} \otimes\left(s_{\beta}\right)^{\mu}$;
(6) $\left(s_{\alpha}\right)^{\mu_{1}} \otimes\left(s_{\alpha}\right)^{\mu_{2}}=\left(s_{\alpha}\right)^{\mu_{1}+\mu_{2}}$;
(7) $\left(s_{\alpha}\right)^{w_{1}} \otimes\left(s_{\alpha}\right)^{w_{2}} \otimes \cdots \otimes\left(s_{\alpha}\right)^{w_{n}}=s_{\alpha}$, if $w_{i} \in[0,1]$ and $\sum_{i=1}^{n} w_{i}=1$.

Proof. (1) Consider $s_{\alpha} \otimes s_{t}=s_{f^{-1}(f(\alpha) * f(t))}=s_{f^{-1}(f(\alpha))}=s_{\alpha}$.
(2) Consider $s_{\alpha} \otimes s_{\beta}=s_{T_{0}(\alpha, \beta)}=s_{f^{-1}(f(\alpha) * f(\beta))}=$ $s_{f^{-1}(f(\beta) * f(\alpha))}=s_{\beta} \otimes s_{\alpha}$.
(3) Consider $\left(s_{\alpha} \otimes s_{\beta}\right) \otimes s_{\chi}=\left(s_{f^{-1}(f(\alpha) * f(\beta))}\right) \otimes$ $s_{\chi}=s_{f^{-1}\left(f\left(f^{-1}(f(\alpha) * f(\beta))\right) * f(\chi)\right)}=s_{f^{-1}(f(\alpha) * f(\beta) * f(\chi))}=$ $s_{f^{-1}\left(f(\alpha) * f\left(f^{-1}(f(\beta) * f(\chi))\right)\right)}=s_{\alpha} \otimes\left(s_{\beta} \otimes s_{\chi}\right)$.
(4) Since $\alpha \geq \chi$ and $\beta \geq \delta$, we have $f(\alpha) * f(\beta) \leq f(\chi) *$ $f(\delta)$, and then $f^{-1}(f(\alpha) * f(\beta)) \geq f^{-1}(f(\chi) * f(\delta))$.

Thus, we obtain $s_{\alpha} \otimes s_{\beta}=s_{f^{-1}(f(\alpha) * f(\beta))} \geq s_{f^{-1}(f(\chi) * f(\delta))}=$ $s_{\chi} \otimes s_{\delta}$.
(5) By (7), we have

$$
\begin{align*}
&\left(s_{\alpha} \otimes s_{\beta}\right)^{\mu}=\left(s_{f^{-1}(f(\alpha) * f(\beta))}\right)^{\mu} \\
&=f^{-1}\left(\left(f\left(f^{-1}(f(\alpha) * f(\beta))\right)\right)^{\mu}\right)=s_{f^{-1}\left((f(\alpha) * f(\beta))^{\mu}\right)} \\
&=s_{f^{-1}\left((f(\alpha) * f(\beta))^{\mu}\right)}=s_{f^{-1}\left((f(\alpha))^{\mu} *(f(\beta))^{\mu}\right)}  \tag{8}\\
&=s_{f^{-1}\left(f\left(f^{-1}\left((f(\alpha))^{\mu}\right)\right) * f\left(f^{-1}\left((f(\beta))^{\mu}\right)\right)\right)} \\
&=s_{f^{-1}\left((f(\alpha))^{\mu}\right) \otimes s_{f^{-1}\left((f(\beta))^{\mu}\right)}} \\
&=\left(s_{\alpha}\right)^{\mu} \otimes\left(s_{\beta}\right)^{\mu} .
\end{align*}
$$

(6) By (7), we have

$$
\begin{align*}
\left(s_{\alpha}\right)^{\mu_{1}} & \otimes\left(s_{\alpha}\right)^{\mu_{2}} \\
& =s_{f^{-1}\left((f(\alpha))^{\mu_{1}}\right)} \otimes s_{f^{-1}\left((f(\alpha))^{\mu_{2}}\right)} \\
& =s_{f^{-1}\left(f\left(f^{-1}\left((f(\alpha))^{\mu_{1}}\right)\right) * f\left(f^{-1}\left((f(\alpha))^{\mu_{2}}\right)\right)\right)}  \tag{9}\\
& =s_{f^{-1}\left((f(\alpha))^{\mu_{1}} *(f(\alpha))^{\mu_{2}}\right)} \\
& =s_{f^{-1}\left((f(\alpha))^{\mu_{1}+\mu_{2}}\right)}=\left(s_{\alpha}\right)^{\mu_{1}+\mu_{2}}
\end{align*}
$$

(7) By (7), we have

$$
\begin{align*}
& \left(s_{\alpha}\right)^{w_{1}} \otimes\left(s_{\alpha}\right)^{w_{2}} \otimes \cdots \otimes\left(s_{\alpha}\right)^{w_{n}} \\
& \quad=s_{f^{-1}\left((f(\alpha))^{w_{1}}\right)} \otimes s_{f^{-1}\left((f(\alpha))^{w_{2}}\right)} \otimes \cdots \otimes s_{f^{-1}\left((f(\alpha))^{w_{n}}\right)} \\
& \quad=s_{\left.f^{-1}\left(f\left(f^{-1}\left((f(\alpha))^{w_{1}}\right)\right) * f\left(f^{-1}\left((f(\alpha))^{w_{2}}\right)\right)\right) * \cdots * f\left(f^{-1}\left((f(\alpha))^{w_{n}}\right)\right)\right)}  \tag{10}\\
& \quad=s_{f^{-1}\left((f(\alpha))^{\left.w_{1} *(f(\alpha))^{w_{2}} * \cdots *(f(\alpha))^{w_{n}}\right)}\right.} \\
& \quad=s_{f^{-1}\left((f(\alpha))^{w_{1}+w_{2}+\cdots+w_{n}}\right)}=s_{f^{-1}(f(\alpha))}=s_{\alpha} .
\end{align*}
$$

Having the first four properties above, the operator $\otimes$ can be regarded as an extended $T^{*}$-norm in $\bar{S}$.

## 3. Some Uncertain Linguistic Geometric Operators Based on Extended $T^{*}$-Norm

The operational laws discussed in Section 2 can be extended to UL environment.

Definition 8. Suppose that $\widetilde{s}_{1}=\left[s_{\alpha_{1}}, s_{\beta_{1}}\right]$ and $\widetilde{s}_{2}=\left[s_{\alpha_{2}}, s_{\beta_{2}}\right]$ are two ULVs and $\mu \in(0,+\infty)$; the operational laws are expressed as below:

$$
\begin{align*}
& \widetilde{s}_{1} \otimes \widetilde{s}_{2}= {\left[s_{\alpha_{1}}, s_{\beta_{1}}\right] \otimes\left[s_{\alpha_{2}}, s_{\beta_{2}}\right] }  \tag{11}\\
&=\left[s_{f^{-1}\left(f\left(\alpha_{1}\right) * f\left(\alpha_{2}\right)\right)}, s_{f^{-1}\left(f\left(\beta_{1}\right) * f\left(\beta_{2}\right)\right)}\right] \\
& \widetilde{s}_{1}^{\mu}=\left[s_{\alpha_{1}}, s_{\beta_{1}}\right]^{\mu}=\left[s_{f^{-1}\left(\left(f\left(\alpha_{1}\right)\right)^{\mu}\right)}, s_{f^{-1}\left(\left(f\left(\beta_{1}\right)\right)^{\mu}\right)}\right], \tag{12}
\end{align*}
$$

where $f:[1, t] \rightarrow[1,+\infty)$ is a strictly monotone decreasing and continuous function with $f(1)=+\infty$ and $f(t)=1$.

Similarly, the operational laws in Definition 8 have the properties as below.

Theorem 9. Suppose that $\widetilde{s}_{1}=\left[s_{\alpha_{1}}, s_{\beta_{1}}\right], \widetilde{s}_{2}=\left[s_{\alpha_{2}}, s_{\beta_{2}}\right]$, $\widetilde{s}_{3}=\left[s_{\alpha_{3}}, s_{\beta_{3}}\right]$, and $\widetilde{s}_{4}=\left[s_{\alpha_{4}}, s_{\beta_{4}}\right]$ are ULVs derived from the continuous LTS $\bar{S}=\left\{s_{\alpha} \mid s_{1} \leq s_{\alpha} \leq s_{t}, \alpha \in[1, t]\right\}$, and $\mu, \mu_{1}, \mu_{2} \in(0,+\infty)$; then some properties of the operational laws are presented as below:
(1) $\left[s_{\alpha_{1}}, s_{\beta_{1}}\right] \otimes\left[s_{t}, s_{t}\right]=\left[s_{\alpha_{1}}, s_{\beta_{1}}\right]$;
(2) $\widetilde{s}_{1} \otimes \widetilde{s}_{2}=\widetilde{s}_{2} \otimes \widetilde{s}_{1}$;
(3) $\left(\widetilde{s}_{1} \otimes \widetilde{s}_{2}\right) \otimes \widetilde{s}_{3}=\widetilde{s}_{1} \otimes\left(\widetilde{s}_{2} \otimes \widetilde{s}_{3}\right)$;
(4) $\widetilde{s}_{1} \otimes \widetilde{s}_{2}>\widetilde{s}_{3} \otimes \widetilde{s}_{4}$, if $\alpha_{1} \geq \alpha_{3}, \beta_{1} \geq \beta_{3}, \alpha_{2} \geq \alpha_{4}$, and $\beta_{2} \geq \beta_{4} ;$
(5) $\left(\widetilde{s}_{1} \otimes \widetilde{s}_{2}\right)^{\mu}=\widetilde{s}_{1}{ }^{\mu} \otimes \widetilde{s}_{2}{ }^{\mu}$;
(6) $\widetilde{s}_{1}^{\mu_{1}} \otimes \widetilde{s}_{1}^{\mu_{2}}=\widetilde{s}_{1}^{\mu_{1}+\mu_{2}}$;
(7) $\widetilde{s}_{1}^{w_{1}} \otimes \widetilde{s}_{1}^{w_{2}} \otimes \cdots \otimes \widetilde{s}_{1}^{w_{n}}=\widetilde{s}_{1}$, if $w_{i} \in[0,1]$ and $\sum_{i=1}^{n} w_{i}=$ 1.

Proof. We only prove (4), (5), and (6).
(4) By (11), we have

$$
\begin{align*}
\widetilde{s}_{1} \otimes \widetilde{s}_{2} & =\left[s_{\alpha_{1}}, s_{\beta_{1}}\right] \otimes\left[s_{\alpha_{2}}, s_{\beta_{2}}\right] \\
& =\left[s_{f^{-1}\left(f\left(\alpha_{1}\right) * f\left(\alpha_{2}\right)\right)}, s_{\left.f^{-1}\left(f\left(\beta_{1}\right) * f\left(\beta_{2}\right)\right)\right]}\right] \\
\widetilde{s}_{3} \otimes \widetilde{s}_{4} & =\left[s_{\alpha_{3}}, s_{\beta_{3}}\right] \otimes\left[s_{\alpha_{4}}, s_{\beta_{4}}\right]  \tag{13}\\
& =\left[s_{f^{-1}\left(f\left(\alpha_{3}\right) * f\left(\alpha_{4}\right)\right)}, s_{\left.f^{-1}\left(f\left(\beta_{3}\right) * f\left(\beta_{4}\right)\right)\right] .} .\right.
\end{align*}
$$

Since both $f$ and $f^{-1}$ are strictly monotone decreasing functions, we have

$$
\begin{align*}
& f^{-1}\left(f\left(\alpha_{1}\right) * f\left(\alpha_{2}\right)\right) \geq f^{-1}\left(f\left(\alpha_{3}\right) * f\left(\alpha_{4}\right)\right) \\
& f^{-1}\left(f\left(\beta_{1}\right) * f\left(\beta_{2}\right)\right) \geq f^{-1}\left(f\left(\beta_{3}\right) * f\left(\beta_{4}\right)\right) \tag{14}
\end{align*}
$$

Let $a=f^{-1}\left(f\left(\alpha_{1}\right) * f\left(\alpha_{2}\right)\right), b=f^{-1}\left(f\left(\beta_{1}\right) * f\left(\beta_{2}\right)\right)$, $c=f^{-1}\left(f\left(\alpha_{3}\right) * f\left(\alpha_{4}\right)\right)$, and $d=f^{-1}\left(f\left(\beta_{3}\right) * f\left(\beta_{4}\right)\right)$; then we have len $\left(\widetilde{s}_{1} \otimes \widetilde{s}_{2}\right)=b-a$ and len $\left(\widetilde{s}_{3} \otimes \widetilde{s}_{4}\right)=c-d$.

If $d \leq a$, then we have $\max (d-a, 0)=0$. Thus, by (3), we derive $p\left(\widetilde{s}_{1} \otimes \widetilde{s}_{2} \geq \widetilde{s}_{3} \otimes \widetilde{s}_{4}\right)=1$.

If $d \geq a$, we can easily get $\max (d-a, 0)=d-a \leq$ $(1 / 2)\left(\operatorname{len}\left(\widetilde{s}_{1} \otimes \widetilde{s}_{2}\right)+\operatorname{len}\left(\widetilde{s}_{3} \otimes \widetilde{s}_{4}\right)\right)$, so we have $p\left(\widetilde{s}_{1} \otimes \widetilde{s}_{2} \succ \widetilde{s}_{3} \otimes \widetilde{s}_{4}\right) \geq$ 0.5 .

Consequently, we obtain $\widetilde{s}_{1} \otimes \widetilde{s}_{2}>\widetilde{s}_{3} \otimes \widetilde{s}_{4}$.
(5) By (11) and (12), we have

$$
\begin{align*}
& \left(\widetilde{s}_{1} \otimes \widetilde{s}_{2}\right)^{\mu}=\left[s_{f^{-1}\left(f\left(\alpha_{1}\right) * f\left(\alpha_{2}\right)\right)}, s_{f^{-1}\left(f\left(\beta_{1}\right) * f\left(\beta_{2}\right)\right)}\right]^{\mu} \\
& =\left[s_{f^{-1}\left(\left(f\left(f^{-1}\left(f\left(\alpha_{1}\right) * f\left(\alpha_{2}\right)\right)\right)\right)^{u}\right),},\right. \\
& \left.s_{f^{-1}\left(\left(f\left(f^{-1}\left(f\left(\beta_{1}\right) * f\left(\beta_{2}\right)\right)\right)\right)^{u}\right)}\right] \\
& =\left[s_{f^{-1}\left(\left(f\left(\alpha_{1}\right) * f\left(\alpha_{2}\right)\right)^{u}\right),} s_{\left.f^{-1}\left(\left(f\left(\beta_{1}\right) * f\left(\beta_{2}\right)\right)^{u}\right)\right]}\right] \\
& =\left[s_{f^{-1}\left(\left(f\left(\alpha_{1}\right)\right)^{\mu} *\left(f\left(\alpha_{2}\right)\right)^{\mu}\right),}, s_{f^{-1}\left(\left(f\left(\beta_{1}\right)\right)^{\mu} *\left(f\left(\beta_{2}\right)\right)^{\mu}\right)}\right]  \tag{15}\\
& =\left[s_{f^{-1}\left(f\left(f^{-1}\left(\left(f\left(\alpha_{1}\right)\right)^{\mu}\right)\right) * f\left(f^{-1}\left(\left(f\left(\alpha_{2}\right)\right)^{\mu}\right)\right)\right),},\right. \\
& \left.s_{f^{-1}\left(f\left(f^{-1}\left(\left(f\left(\beta_{1}\right)\right)^{\mu}\right)\right) * f\left(f^{-1}\left(\left(f\left(\beta_{2}\right)\right)^{\mu}\right)\right)\right)}\right] \\
& =\left[s_{f^{-1}\left(\left(f\left(\alpha_{1}\right)\right)^{\mu}\right.}, s_{f^{-1}\left(\left(f\left(\beta_{1}\right)\right)^{\mu}\right)}\right] \\
& \otimes\left[s_{f^{-1}\left(\left(f\left(\alpha_{2}\right)\right)^{\mu}\right)}, s_{f^{-1}\left(\left(f\left(\beta_{2}\right)\right)^{\mu}\right)}\right]=\widetilde{s}_{1}^{\mu} \otimes \widetilde{\mathfrak{S}}_{2}{ }^{\mu} .
\end{align*}
$$

(6) By (11) and (12), we have

$$
\begin{align*}
& \widetilde{s}_{1}{ }^{\mu_{1}} \otimes \widetilde{s}_{1}^{\mu_{2}}= {\left[s_{f^{-1}\left(\left(f\left(\alpha_{1}\right)\right)^{\mu_{1}}\right)}, s_{f^{-1}\left(\left(f\left(\beta_{1}\right)\right)^{\mu_{1}}\right)}\right] } \\
& \otimes\left[s_{f^{-1}\left(\left(f\left(\alpha_{1}\right)\right)^{\mu_{2}}\right)}, s_{f^{-1}\left(\left(f\left(\beta_{1}\right)\right)^{\mu_{2}}\right)}\right] \\
&= {\left[s_{f^{-1}\left(f\left(f^{-1}\left(\left(f\left(\alpha_{1}\right)\right)^{\mu_{1}}\right)\right) * f\left(f^{-1}\left(\left(f\left(\alpha_{1}\right)\right)^{\mu_{2}}\right)\right)\right)}\right.} \\
&\left.s_{f^{-1}\left(f\left(f^{-1}\left(\left(f\left(\beta_{1}\right)\right)^{\mu_{1}}\right)\right) * f\left(f-1\left(\left(f\left(\beta_{1}\right)\right)^{\mu_{2}}\right)\right)\right)}\right] \\
&= {\left[s_{f^{-1}\left(\left(f\left(\alpha_{1}\right)\right)^{\mu_{1}} *\left(f\left(\alpha_{1}\right)\right)^{\mu_{2}}\right)}\right.}  \tag{16}\\
&=\left.s_{f^{-1}\left(\left(f\left(\beta_{1}\right)\right)^{\mu_{1}} *\left(f\left(\beta_{1}\right)\right)^{\mu_{2}}\right)}\right] \\
&= {\left[s_{f^{-1}\left(\left(f\left(\alpha_{1}\right)\right)^{\mu_{1}+\mu_{2}}\right)}, s_{f^{-1}\left(\left(f\left(\beta_{1}\right)\right)^{\mu_{1}+\mu_{2}}\right)}\right] } \\
&= \widetilde{s}_{1}^{\mu_{1}+\mu_{2}}
\end{align*}
$$

Example 10. Let $\bar{S}=\left\{s_{\alpha} \mid s_{1} \leq s_{\alpha} \leq s_{9}, \alpha \in[1,9]\right\}, \widetilde{s}_{1}=$ $\left[s_{3}, s_{4}\right], \widetilde{s}_{2}=\left[s_{4}, s_{6}\right], \widetilde{s}_{3}=\left[s_{5}, s_{8}\right], \mu=3$, and $f(x)=(t-$ 1) $/(x-1)=8 /(x-1)$; then $f^{-1}(x)=(x+t-1) / x=(x+8) / x$. By (11) and (12), we have

$$
\begin{aligned}
\widetilde{s}_{1} \otimes \widetilde{s}_{2} & =\left[s_{3}, s_{4}\right] \otimes\left[s_{4}, s_{6}\right] \\
& =\left[s_{f^{-1}(f(3) * f(4))}, s_{f^{-1}(f(4) * f(6))}\right] \\
& =\left[s_{1.75}, s_{2.875}\right], \\
\widetilde{s}_{1} \otimes \widetilde{s}_{3} & =\left[s_{3}, s_{4}\right] \otimes\left[s_{5}, s_{8}\right] \\
& =\left[s_{f^{-1}(f(3) * f(5)),}, s_{f^{-1}(f(4) * f(8))}\right] \\
& =\left[s_{2}, s_{3.625}\right],
\end{aligned}
$$

$$
\begin{align*}
\widetilde{s}_{1}{ }^{\mu} & =\left[s_{3}, s_{4}\right]^{3}=\left[s_{f^{-1}\left((f(3))^{3}\right)}, s_{f^{-1}\left((f(4))^{3}\right)}\right] \\
& =\left[s_{1.125}, s_{1.422}\right] . \tag{17}
\end{align*}
$$

It is easy to see that $\widetilde{s}_{1} \prec \widetilde{s}_{2} \prec \widetilde{s}_{3}$ and $\widetilde{s}_{1} \otimes \widetilde{s}_{2} \prec \widetilde{s}_{1} \otimes \widetilde{s}_{3}$.
However, if we follow the operational laws defined by (2), then we have

$$
\begin{align*}
& \widetilde{s}_{1} \otimes \widetilde{s}_{2}=\left[s_{3}, s_{4}\right] \otimes\left[s_{4}, s_{6}\right]=\left[s_{12}, s_{24}\right], \\
& \widetilde{s}_{1} \otimes \widetilde{s}_{3}=\left[s_{3}, s_{4}\right] \otimes\left[s_{5}, s_{8}\right]=\left[s_{15}, s_{32}\right] . \tag{18}
\end{align*}
$$

Obviously, the computing results are beyond the discourse domain of the linguistic variable. Alternatively, if we follow the method of Xu [14], then we have

$$
\begin{align*}
\widetilde{s}_{1} \otimes \widetilde{s}_{2} & =\left[s_{3}, s_{4}\right] \otimes\left[s_{4}, s_{6}\right] \\
& =\left[\min \left\{s_{3 \times 4}, s_{9}\right\}, \min \left\{s_{4 \times 6}, s_{9}\right\}\right] \\
& =\left[s_{9}, s_{9}\right],  \tag{19}\\
\widetilde{s}_{1} \otimes \widetilde{s}_{3} & =\left[s_{3}, s_{4}\right] \otimes\left[s_{5}, s_{8}\right] \\
& =\left[\min \left\{s_{3 \times 5}, s_{9}\right\}, \min \left\{s_{4 \times 8}, s_{9}\right\}\right] \\
& =\left[s_{9}, s_{9}\right] .
\end{align*}
$$

That is, $\widetilde{s}_{1} \otimes \widetilde{s}_{2}=\widetilde{s}_{1} \otimes \widetilde{s}_{3}$, which seem to be counterintuitive and may not be easily accepted.

On the basis of the operational laws of ULVs, in what follows, we propose some extended UL geometric operators.

Definition 11. Suppose that $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right](j=1,2, \ldots, m)$ are a series of ULVs; then the extended UL geometric mean (EULGM) operator is defined as

$$
\begin{equation*}
\operatorname{EULGM}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)=\left(\widetilde{s}_{1} \otimes \widetilde{s}_{2} \otimes \cdots \otimes \widetilde{s}_{m}\right)^{1 / m} \tag{20}
\end{equation*}
$$

The EULGM operator has the following properties.
Theorem 12. Suppose that $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right](j=1,2, \ldots, m)$ are a series of ULVs; then one has
(1) idempotency: if $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right]=\widetilde{s}=\left[s_{\alpha}, s_{\beta}\right], j=$ $1,2, \ldots, m$, then

$$
\begin{equation*}
\operatorname{EULGM}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)=\widetilde{s} \tag{21}
\end{equation*}
$$

(2) monotonicity: suppose that $\widetilde{s}_{j}^{\prime}=\left[s_{\alpha_{j}}^{\prime}, s_{\beta_{j}}^{\prime}\right](j=1,2$, $\ldots, m)$ are a series of ULVs. If $s_{\alpha_{j}}^{\prime} \geq s_{\alpha_{j}}$ and $s_{\beta_{j}}^{\prime} \geq$ $s_{\beta_{j}}(j=1,2, \ldots, m)$, then
$\operatorname{EULGM}\left(\widetilde{s}_{1}^{\prime}, \widetilde{s}_{2}^{\prime}, \ldots, \widetilde{s}_{m}^{\prime}\right) \succ \operatorname{EULGM}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right) ;$
(3) boundary:

$$
\begin{align*}
{\left[\min _{j} s_{\alpha_{j}}, \min _{j} s_{\beta_{j}}\right] } & \prec \operatorname{EULGM}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right) \\
& \prec\left[\max _{j} s_{\alpha_{j}}, \max _{j} s_{\beta_{j}}\right] ; \tag{23}
\end{align*}
$$

(4) commutativity: suppose that $\left(\widetilde{s}_{1}^{\prime}, \widetilde{s}_{2}^{\prime}, \ldots, \widetilde{s}_{m}^{\prime}\right)$ is any permutation of $\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)$; then

$$
\begin{equation*}
\operatorname{EULGM}\left(\widetilde{s}_{1}^{\prime}, \widetilde{s}_{2}^{\prime}, \ldots, \widetilde{s}_{m}^{\prime}\right)=\operatorname{EULGM}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right) \tag{24}
\end{equation*}
$$

Definition 13. Suppose that $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right](j=1,2, \ldots, m)$ are a series of ULVs, and $w=\left(w_{1}, w_{2}, \ldots, w_{m}\right)^{T}$ (satisfying $0 \leq$ $w_{j} \leq 1$ and $\sum_{j=1}^{m} w_{j}=1$ ) is the weight vector regarding ULVs; then the extended UL weighted geometric mean (EULWGM) operator is defined as

$$
\begin{equation*}
\operatorname{EULWGM}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)=\widetilde{s}_{1}^{w_{1}} \otimes \widetilde{s}_{2}^{w_{2}} \otimes \cdots \otimes \widetilde{s}_{m}^{w_{m}} . \tag{25}
\end{equation*}
$$

If $w_{j}=1 / n, j=1,2, \ldots, m$, then the EULGWM operator degenerates to the EULGM operator. The EULWGM operator has the properties as below.

Theorem 14. Suppose that $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right](j=1,2, \ldots, m)$ are a series of ULVs, and $w=\left(w_{1}, w_{2}, \ldots, w_{m}\right)^{T}$ (satisfying $0 \leq$ $w_{j} \leq 1$ and $\sum_{j=1}^{m} w_{j}=1$ ) is the weight vector regarding ULVs; then one derives
(1) idempotency: if $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right]=\widetilde{\mathfrak{s}}=\left[s_{\alpha}, s_{\beta}\right], j=$ $1,2, \ldots, m$, then

$$
\begin{equation*}
\operatorname{EULWGM}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)=\widetilde{s} \tag{26}
\end{equation*}
$$

(2) monotonicity: suppose that $\widetilde{s}_{j}^{\prime}=\left[s_{\alpha_{j}}^{\prime}, s_{\beta_{j}}^{\prime}\right](j=1,2$, $\ldots, m)$ are a series of ULVs. If $s_{\alpha_{j}}^{\prime} \geq s_{\alpha_{j}}$ and $s_{\beta_{j}}^{\prime} \geq$ $s_{\beta_{j}}(j=1,2, \ldots, m)$, then

$$
\begin{equation*}
\operatorname{EULWGM}\left(\widetilde{s}_{1}^{\prime}, \widetilde{s}_{2}^{\prime}, \ldots, \widetilde{s}_{m}^{\prime}\right) \succ \operatorname{EULWGM}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right) \tag{27}
\end{equation*}
$$

(3) boundary:

$$
\begin{align*}
{\left[\min _{j} s_{\alpha_{j}}, \min _{j} s_{\beta_{j}}\right] } & \prec \operatorname{EULWGM}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right) \\
& \prec\left[\max _{j} s_{\alpha_{j}}, \max _{j} s_{\beta_{j}}\right] \tag{28}
\end{align*}
$$

Definition 15. Suppose that $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right](j=1,2, \ldots, m)$ are a series of ULVs; then the extended UL ordered weighted geometric (EULOGW) operator is defined as

$$
\begin{equation*}
\operatorname{EULOWG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)=\widetilde{s}_{(1)}^{w_{1}} \otimes \widetilde{s}_{(2)}^{w_{2}} \otimes \cdots \otimes \widetilde{s}_{(m)}^{w_{m}}, \tag{29}
\end{equation*}
$$

where $\widetilde{\boldsymbol{s}}_{(j)}$ is the $j$ th largest $\widetilde{s}_{i}$ and $w=\left(w_{1}, w_{2}, \ldots, w_{m}\right)^{T}$ (satisfying $0 \leq w_{j} \leq 1$ and $\sum_{j=1}^{m} w_{j}=1$ ) is the aggregationassociated vector.

Theorem 16. Suppose that $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right](j=1,2, \ldots, m)$ are a series of ULVs; then one derives
(1) idempotency: if $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right]=\widetilde{\mathfrak{s}}=\left[s_{\alpha}, s_{\beta}\right], j=$ $1,2, \ldots, m$, then

$$
\begin{equation*}
\operatorname{EULOWG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)=\widetilde{s} \tag{30}
\end{equation*}
$$

(2) monotonicity: suppose that $\widetilde{s}_{j}^{\prime}=\left[s_{\alpha_{j}}^{\prime}, s_{\beta_{j}}^{\prime}\right](j=1,2, \ldots$, $m)$ are a series of ULVs. If $s_{\alpha_{j}}^{\prime} \geq s_{\alpha_{j}}$ and $s_{\beta_{j}}^{\prime} \geq s_{\beta_{j}}(j=$ $1,2, \ldots, m$ ), then
$\operatorname{EULOWG}\left(\widetilde{s}_{1}^{\prime}, \widetilde{s}_{2}^{\prime}, \ldots, \vec{s}_{m}^{\prime}\right) \succ \operatorname{EULOWG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)$;
(3) boundary:

$$
\begin{align*}
{\left[\min _{j} s_{\alpha_{j}}, \min _{j} s_{\beta_{j}}\right] } & \prec \operatorname{EULOWG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right) \\
& \prec\left[\max _{j} s_{\alpha_{j}}, \max _{j} s_{\beta_{j}}\right] \tag{32}
\end{align*}
$$

(4) commutativity: suppose that $\left(\widetilde{s}_{1}^{\prime}, \widetilde{s}_{2}^{\prime}, \ldots, \widetilde{s}_{m}^{\prime}\right)$ is any permutation of $\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)$; then

$$
\begin{equation*}
\operatorname{EULOWG}\left(\widetilde{s}_{1}^{\prime}, \widetilde{s}_{2}^{\prime}, \ldots, \widetilde{s}_{m}^{\prime}\right)=\operatorname{EULOWG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right) \tag{33}
\end{equation*}
$$

The above UL aggregation operators do not take the relationship between the ULVs being aggregated into account. To avoid such limitation, Yager [21] proposed the PA operator which allows argument values to support each other in the aggregation process. In addition, Xu and Yager [22] developed the PG operator, weighted PG operator, and POWG operator. On the basis of the operational laws of ULVs, in what follows, we introduce some PG operators for ULVs.

Definition 17. Suppose that $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right](j=1,2, \ldots, m)$ are a series of ULVs; then the extended UL PG (EULPG) operator is defined as

$$
\begin{equation*}
\operatorname{EULPG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)=\prod_{i=1}^{m} \tilde{s}_{i}^{\left(1+T\left(\tilde{s}_{i}\right)\right) / \sum_{i=1}^{n}\left(1+T\left(\widetilde{s}_{i}\right)\right)} \tag{34}
\end{equation*}
$$

where $T\left(\widetilde{s}_{i}\right)=\sum_{j=1, j \neq i}^{m} \operatorname{Su}\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right)$ and $\operatorname{Su}\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right)$ is the support for $\widetilde{s}_{i}$ from $\widetilde{s}_{j}$, which meets the following properties [22]:
(1) $0 \leq \operatorname{Su}\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right) \leq 1$;
(2) $\operatorname{Su}\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right)=\operatorname{Su}\left(\widetilde{s}_{j}, \widetilde{s}_{i}\right)$;
(3) $\operatorname{Su}\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right) \geq \operatorname{Su}\left(\widetilde{s}_{k}, \widetilde{s}_{l}\right)$, if $S\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right) \geq S\left(\widetilde{s}_{k}, \widetilde{s}_{l}\right)$, where $S$ is a similarity measure between ULVs.
In this paper, we defined $\operatorname{Su}\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right)$ as $S\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right)$. Without loss of generality, the similarity measure between $\tilde{s}_{i}=\left[s_{\alpha_{i}}, s_{\beta_{i}}\right]$ and $\tilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right]$ is determined based on Hamming distance; that is,

$$
\begin{equation*}
\operatorname{Su}\left(\tilde{s}_{i}, \widetilde{s}_{j}\right)=S\left(\tilde{s}_{i}, \widetilde{s}_{j}\right)=1-\frac{\left|\alpha_{i}-\alpha_{j}\right|+\left|\beta_{i}-\beta_{j}\right|}{2(t-1)}, \tag{35}
\end{equation*}
$$

where $\widetilde{s}_{i}$ and $\widetilde{s}_{j}$ are derived from the continuous LTS $\bar{S}=\left\{s_{\alpha} \mid\right.$ $\left.s_{1} \leq s_{\alpha} \leq s_{t}, \alpha \in[1, t]\right\}$.

Obviously, $S\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right) \in[0,1]$, where $S\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right)=1$ if and only if $\alpha_{i}=\alpha_{j}$ and $\beta_{i}=\beta_{j}$, and $S\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right)=0$ if and only if $\left|\alpha_{i}-\alpha_{j}\right|=\left|\beta_{i}-\beta_{j}\right|=t-1$; that is, $\widetilde{s}_{i}=\left[s_{1}, s_{1}\right]$ and $\widetilde{s}_{j}=\left[s_{t}, s_{t}\right]$ (or $\widetilde{s}_{i}=\left[s_{t}, s_{t}\right]$ and $\widetilde{s}_{j}=\left[s_{1}, s_{1}\right]$ ), which means there is no support between $\widetilde{s}_{i}$ and $\widetilde{s}_{j}$ in the geometric aggregation process. In addition, if all the $\operatorname{Su}\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right)$ are equal, then the EULPG operator degenerates to the EULGM operator.

Theorem 18. Suppose that $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right](j=1,2, \ldots, m)$ are a series of ULVs; then one derives
(1) idempotency: if $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right]=\widetilde{\mathfrak{s}}=\left[s_{\alpha}, s_{\beta}\right], j=$ $1,2, \ldots, m$, then

$$
\begin{equation*}
\operatorname{EULPG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)=\widetilde{s} \tag{36}
\end{equation*}
$$

(2) boundary:

$$
\begin{align*}
{\left[\min _{j} s_{\alpha_{j}}, \min _{j} s_{\beta_{j}}\right] } & \prec \operatorname{EULPG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right) \\
& \prec\left[\max _{j} s_{\alpha_{j}}, \max _{j} s_{\beta_{j}}\right] \tag{37}
\end{align*}
$$

(3) commutativity: suppose that $\left(\widetilde{s}_{1}^{\prime}, \widetilde{s}_{2}^{\prime}, \ldots, \widetilde{s}_{m}^{\prime}\right)$ is any permutation of $\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)$; then

$$
\begin{equation*}
\operatorname{EULPG}\left(\widetilde{s}_{1}^{\prime}, \widetilde{s}_{2}^{\prime}, \ldots, \widetilde{s}_{m}^{\prime}\right)=\operatorname{EULPG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right) \tag{38}
\end{equation*}
$$

If the weights of $\widetilde{s}_{j}(j=1,2, \ldots, m)$ in the EULPG operator are taken into account, the extended UL weighted $P G$ (EULWPG) operator is derived.

Definition 19. Suppose that $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right](j=1,2, \ldots, m)$ are a series of ULVs; then the extended UL weighted PG (EULWPG) operator is defined as

$$
\begin{equation*}
\operatorname{EULWPG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)=\prod_{i=1}^{m} \widetilde{s}_{i} w_{i}\left(1+T\left(\tilde{s}_{i}\right)\right) / \sum_{i=1}^{n} w_{i}\left(1+T\left(\widetilde{s}_{i}\right)\right), \tag{39}
\end{equation*}
$$

where $T\left(\widetilde{s}_{i}\right)=\sum_{j=1, j \neq i}^{m} w_{i} \operatorname{Su}\left(\widetilde{s}_{i}, \widetilde{s}_{j}\right)$ and $w_{i}$ is the weight of $\widetilde{s}_{i}$ (satisfying $0 \leq w_{j} \leq 1$ and $\sum_{i=1}^{m} w_{i}=1$ ).

Obviously, the EULWPG operator is not commutative but idempotent and bounded.

Motivated by POWG operator [22], we propose an extended UL power ordered weighted geometric (EULPOWG) operator as below.

Definition 20. Suppose that $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right](j=1,2, \ldots, m)$ are a series of ULVs; then the extended UL power ordered weighted geometric (EULPOWG) operator is defined as

$$
\begin{equation*}
\operatorname{EULPOWG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)=\prod_{i=1}^{m} \widetilde{s}_{(i)}^{u_{i}}, \tag{40}
\end{equation*}
$$

where $\widetilde{s}_{(i)}$ is the $i$ th largest of $\widetilde{s}_{j}, u_{i}=g\left(R_{i} / T V\right)-g\left(R_{i-1} / T V\right)$, $R_{i}=\sum_{j=1}^{i} V_{j}, T V=\sum_{j=1}^{m} V_{j}, V_{j}=1+T\left(\widetilde{s}_{(j)}\right), T\left(\widetilde{s}_{(j)}\right)=$ $\sum_{i=1, i \neq j}^{m} \operatorname{Su}\left(\widetilde{s}_{(j)}, \widetilde{s}_{(i)}\right), \operatorname{Su}\left(\widetilde{s}_{(j)}, \widetilde{s}_{(i)}\right)$ is the support for $\widetilde{s}_{(j)}$ from $\widetilde{s}_{(i)}$, and $g:[0,1] \rightarrow[0,1]$ is a basic unit-interval monotonic function [22] with the following properties: (1) $g(0)=0$; (2) $g(1)=1$; (3) $g(x) \geq g(y)$, if $x>y$.

In particular, if $g(x)=x$, then the EULPOWG operator degenerates to the EULPG operator. By (40), we derive

$$
\begin{align*}
\operatorname{EULPOWG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right) & =\prod_{i=1}^{m} \widetilde{r}_{i}^{g\left(R_{i} / T V\right)-g\left(R_{i-1} / T V\right)} \\
& =\prod_{i=1}^{m} \widetilde{r}_{i}^{R_{i} / T V-R_{i-1} / T V}=\prod_{i=1}^{m} \widetilde{r}_{i}^{V_{i} / T V} \\
& =\prod_{i=1}^{m} \widetilde{r}_{i}^{\left(1+T\left(\widetilde{r}_{i}\right)\right) / \sum_{i=1}^{n}\left(1+T\left(\widetilde{r}_{i}\right)\right)} \\
& =\operatorname{EULPG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right) . \tag{41}
\end{align*}
$$

The EULPOWG operator has the properties as below.
Theorem 21. Suppose that $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right](j=1,2, \ldots, m)$ are a series of ULVs; then one derives
(1) idempotency: if $\widetilde{s}_{j}=\left[s_{\alpha_{j}}, s_{\beta_{j}}\right]=\widetilde{s}=\left[s_{\alpha}, s_{\beta}\right], j=$ $1,2, \ldots, m$, then

$$
\begin{equation*}
\operatorname{EULPOWG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)=\widetilde{s} \tag{42}
\end{equation*}
$$

(2) boundary:

$$
\begin{align*}
{\left[\min _{j} s_{\alpha_{j}}, \min _{j} s_{\beta_{j}}\right] } & \prec \operatorname{EULPOWG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right) \\
& \prec\left[\max _{j} \alpha_{\alpha_{j}}, \max _{j} s_{\beta_{j}}\right] \tag{43}
\end{align*}
$$

(3) commutativity: suppose that $\left(\widetilde{s}_{1}^{\prime}, \widetilde{s}_{2}^{\prime}, \ldots, \widetilde{s}_{m}^{\prime}\right)$ is any permutation of $\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)$; then
$\operatorname{EULPOWG}\left(\widetilde{s}_{1}^{\prime}, \widetilde{s}_{2}^{\prime}, \ldots, \widetilde{s}_{m}^{\prime}\right)=\operatorname{EULPOWG}\left(\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{m}\right)$.

## 4. MAGDM Method Based on the Extended Uncertain Linguistic Aggregation Operators

In what follows, a MAGDM method presents the application of the aggregation operators proposed in Section 3.

Let $A=\left(A_{1}, A_{2}, \ldots, A_{m}\right), C=\left(C_{1}, C_{2}, \ldots, C_{n}\right)$, and $D=\left(D_{1}, D_{2}, \ldots, D_{l}\right)$ be the sets of alternatives, attributes, and decision makers, respectively. The attribute weights are known and satisfy $w_{i} \in[0,1]$ and $\sum_{i=1}^{n} w_{i}=1$. Let $R_{k}=$ $\left(r_{i j}^{k}\right)_{m \times n}$ be the decision matrix given by $D_{k}$, where $r_{i j}^{k}=$ $\left[s_{\alpha_{i j}}^{k}, s_{\beta_{i j}}^{k}\right.$ ] expresses the performance value for $A_{i}$ with respect to $C_{j}$ and takes the form of ULV with $s_{\alpha_{i j}}^{k}, s_{\beta_{i j}}^{k} \in S=\left\{s_{i} \mid i=\right.$ $1, \ldots, t\}$.

The main processes of the method proposed are described as below.

Step 1. Each decision maker is asked to provide the UL decision matrix $R_{k}=\left(r_{i j}^{k}\right)_{m \times n}$.

Step 2. By the EULPOWG operator, the aggregated decision matrix $R=\left(r_{i j}\right)_{m \times n}$ can be derived; that is, $r_{i j}=\left[s_{\alpha_{i j}}, s_{\beta_{i j}}\right]=$ $\operatorname{EULPOWG}\left(r_{i j}^{1}, r_{i j}^{2}, \ldots, r_{i j}^{l}\right)$.

Step 3. Aggregate $r_{i j}$ to obtain the overall performance values $r_{i}$ for each alternative $A_{i}(i=1,2, \ldots, m)$ based on the EULWGM operator.

Step 4. Obtain the order of the alternatives by Definition 1.

## 5. Application Example

To demonstrate the application of the proposed model, in this section, we provide an example where the decision makers from a manufacturing company have to select a third-party logistics provider.

With the rapid change of competitive environment, more and more companies focus on their core competency and logistics outsourcing has become an important strategy to promote enterprise's competitiveness. Within new strategies for purchasing and manufacturing, third-party logistics providers play a key role in achieving corporate competition. Particularly for manufacturing companies, the selection of appropriate third-party logistics provider is of high importance. Sustainable third-party logistics provider selection requires the evaluation of providers' performance from several metrics. That is, in the first stage of third-party logistics provider selection, the manufacturing company should define the qualitative and quantitative attributes which are taken into account to evaluate and select a supplier. After full consideration of the long-term strategy, the manufacturing company constructs the following evaluation systems including four aspects (suppose the weight vector is $w=$ ( $0.3,0.1,0.2,0.4$ )): $C_{1}$ is the innovation capability; $C_{2}$ is the sense of social responsibility and environment performance; $C_{3}$ is the ability of sustainability; $C_{4}$ is the quality of service. Then, the manufacturing company organizes a committee of experts who are responsible for providing their evaluations on each supplier with respect to each attribute. Suppose there are four third-party logistics providers (alternatives: $A_{1}, A_{2}$, $A_{3}$, and $A_{4}$ ) to be evaluated. In addition, three experts take part in the decision making and give their evaluations with the LTS $S=\left\{s_{1}=\right.$ extremely poor, $s_{2}=$ very poor, $s_{3}=$ poor, $s_{4}=$ slightly poor, $s_{5}=$ fair, $s_{6}=$ slightly good, $s_{7}=$ good, $s_{8}=$ very good, $s_{9}=$ extremely good $\}$.

In the existing research on third-party logistics provider or supplier selection models, although the criteria used by most of them and performance values given by decision makers are not completely independent, the dependent and feedback effects are often neglected. In what follows, we applied the extended UL geometric aggregation operators to solve the above MAGDM problem.

Table 1: The decision matrix $R_{1}$ given by $D_{1}$.

|  | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ |
| :--- | :--- | :--- | :--- | :---: |
| $A_{1}$ | $\left[s_{4}, s_{7}\right]$ | $\left[s_{6}, s_{7}\right]$ | $\left[s_{1}, s_{3}\right]$ | $\left[s_{3}, s_{5}\right]$ |
| $A_{2}$ | $\left[s_{5}, s_{3}\right]$ | $\left[s_{2}, s_{4}\right]$ | $\left[s_{3}, s_{4}\right]$ | $\left[s_{4}, s_{6}\right]$ |
| $A_{3}$ | $\left[s_{7}, s_{8}\right]$ | $\left[s_{3}, s_{4}\right]$ | $\left[s_{3}, s_{6}\right]$ | $\left[s_{4}, s_{5}\right]$ |
| $A_{4}$ | $\left[s_{3}, s_{3}\right]$ | $\left[s_{1}, s_{2}\right]$ | $\left[s_{4}, s_{4}\right]$ | $\left[s_{3}, s_{4}\right]$ |

Table 2: The decision matrix $R_{2}$ given by $D_{2}$.

|  | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| $A_{1}$ | $\left[s_{3}, s_{4}\right]$ | $\left[s_{1}, s_{2}\right]$ | $\left[s_{3}, s_{4}\right]$ | $\left[s_{3}, s_{4}\right]$ |
| $A_{2}$ | $\left[s_{3}, s_{5}\right]$ | $\left[s_{4}, s_{7}\right]$ | $\left[s_{3}, s_{6}\right]$ | $\left[s_{2}, s_{5}\right]$ |
| $A_{3}$ | $\left[s_{4}, s_{7}\right]$ | $\left[s_{6}, s_{7}\right]$ | $\left[s_{2}, s_{5}\right]$ | $\left[s_{5}, s_{8}\right]$ |
| $A_{4}$ | $\left[s_{5}, s_{7}\right]$ | $\left[s_{2}, s_{4}\right]$ | $\left[s_{3}, s_{4}\right]$ | $\left[s_{4}, s_{6}\right]$ |

Table 3: The decision matrix $R_{3}$ given by $D_{3}$.

|  | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| $A_{1}$ | $\left[s_{4}, s_{6}\right]$ | $\left[s_{3}, s_{5}\right]$ | $\left[s_{4}, s_{6}\right]$ | $\left[s_{1}, s_{4}\right]$ |
| $A_{2}$ | $\left[s_{4}, s_{7}\right]$ | $\left[s_{3}, s_{4}\right]$ | $\left[s_{4}, s_{6}\right]$ | $\left[s_{4}, s_{5}\right]$ |
| $A_{3}$ | $\left[s_{7}, s_{7}\right]$ | $\left[s_{4}, s_{5}\right]$ | $\left[s_{3}, s_{5}\right]$ | $\left[s_{6}, s_{6}\right]$ |
| $A_{4}$ | $\left[s_{5}, s_{6}\right]$ | $\left[s_{2}, s_{2}\right]$ | $\left[s_{4}, s_{6}\right]$ | $\left[s_{3}, s_{6}\right]$ |

Table 4: The aggregated decision matrix $R$.

|  | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $A_{1}$ | $\left[s_{3.412}, s_{4.876}\right]$ | $\left[s_{1}, s_{2.987}\right]$ | $\left[s_{1}, s_{3.540}\right]$ | $\left[s_{1}, s_{4.094}\right]$ |
| $A_{2}$ | $\left[s_{3.490}, s_{5.824}\right]$ | $\left[s_{2.409}, s_{4.213}\right]$ | $\left[s_{3.091}, s_{4.779}\right]$ | $\left[s_{2.647}, s_{5.095}\right]$ |
| $A_{3}$ | $\left[s_{5.132}, s_{7.104}\right]$ | $\left[s_{3.521}, s_{4.551}\right]$ | $\left[s_{2.364}, s_{5.099}\right]$ | $\left[s_{4.680}, s_{5.587}\right]$ |
| $A_{4}$ | $\left[s_{3.788}, s_{4.169}\right]$ | $\left[s_{1}, s_{2.124}\right]$ | $\left[s_{3.396}, s_{4.167}\right]$ | $\left[s_{3.091}, s_{4.779}\right]$ |

Step 1. The decision makers provide their evaluation values and construct the UL decision matrix $R_{k}=\left(r_{i j}^{k}\right)_{m \times n}(k=$ $1,2,3$ ) as shown in Tables 1-3, respectively.

Step 2. Suppose that $f(x)=8 /(x-1)$ and $g(x)=x^{2}$; utilize the EULPOWG operator to derive the aggregated decision matrix $R=\left(r_{i j}\right)_{4 \times 4}$, which is shown in Table 4.

Taking $r_{11}$ as an example, we have $r_{11}=\left[s_{\alpha_{11}}, s_{\beta_{11}}\right]=$ $\operatorname{EULPOWG}\left(r_{11}^{1}, r_{11}^{2}, r_{11}^{3}\right)$, where $r_{11}^{1}=\left[s_{4}, s_{7}\right], r_{11}^{2}=\left[s_{3}, s_{4}\right]$, and $r_{11}^{3}=\left[s_{4}, s_{6}\right]$.

Then, by Definition 1, we can easily derive $r_{11}^{(1)}=r_{11}^{1} \succ$ $r_{11}^{(2)}=r_{11}^{3} \succ r_{11}^{(3)}=r_{11}^{2}$, where $r_{11}^{(i)}$ is the $i$ th largest of $r_{11}^{j}$, $i=1,2,3$.

According to Definition 20, we have

$$
\begin{aligned}
T\left(\widetilde{s}_{(1)}\right) & =\sum_{i=2}^{3} \operatorname{Su}\left(\widetilde{s}_{(1)}, \widetilde{s}_{(i)}\right) \\
& =1-\frac{|4-4|+|7-6|}{2 \times 8}+1-\frac{|4-3|+|7-4|}{2 \times 8} \\
& =1.688
\end{aligned}
$$

$$
\begin{align*}
T\left(\widetilde{s}_{(2)}\right) & =\sum_{\substack{i=1 \\
i \neq 2}}^{3} \operatorname{Su}\left(\widetilde{s}_{(2)}, \widetilde{s}_{(i)}\right) \\
& =1-\frac{|4-4|+|6-7|}{2 \times 8}+1-\frac{|4-3|+|6-4|}{2 \times 8} \\
& =1.75, \\
T\left(\widetilde{s}_{(3)}\right) & =\sum_{i=1}^{2} \operatorname{Su}\left(\widetilde{s}_{(3)}, \widetilde{s}_{(i)}\right) \\
& =1-\frac{|3-4|+|4-7|}{2 \times 8}+1-\frac{|4-3|+|6-4|}{2 \times 8} \\
& =1.563, \tag{45}
\end{align*}
$$

and then,

$$
\begin{gather*}
R_{1}=V_{1}=1+T\left(\widetilde{s}_{(1)}\right)=2.668 \\
R_{2}=\sum_{j=1}^{2} V_{j}=\sum_{j=1}^{2}\left(1+T\left(\widetilde{s}_{(j)}\right)_{j}\right)=5.438  \tag{46}\\
T V=\sum_{j=1}^{3} V_{j}=\sum_{j=1}^{3}\left(1+T\left(\widetilde{s}_{(j)}\right)_{j}\right)=8.001
\end{gather*}
$$

Thus, we derive $u_{1}=0.111, u_{2}=0.351$, and $u_{3}=0.538$.
Consequently, by (40), we obtain

$$
\begin{align*}
r_{11} & =\operatorname{EULPOWG}\left(r_{11}^{1}, r_{11}^{2}, r_{11}^{3}\right)=\prod_{i=1}^{n}\left(r_{11}^{(i)}\right)^{u_{i}} \\
& =\left[s_{4}, s_{7}\right]^{0.111} \otimes\left[s_{4}, s_{6}\right]^{0.351} \otimes\left[s_{3}, s_{4}\right]^{0.538}  \tag{47}\\
& =\left[s_{3.412}, s_{4.876}\right] .
\end{align*}
$$

Step 3. Aggregate $r_{i j}(j=1,2, \ldots, 4)$ to yield the overall performance values $r_{i}$ for each alternative $A_{i}(i=1,2, \ldots, 4)$ based on the EULWGM operator with the weight vector $w=$ ( $0.3,0.1,0.2,0.4$ ), as shown in Table 5.

Step 4. By ranking $r_{i}(i=1,2,3,4)$ based on Definition 1, the order of the alternatives can be obtained, which is listed in Table 5. That is, $A_{3}$ is the best third-party logistics provider to be selected.

Just as Xu and Yager [22] pointed out, both the EULWPG and EULPOWG operators take the relationships between the arguments into account. The difference between such two operators is that the EULWPG operator stresses the importance of every ULV, while the EULPOWG operator emphasizes the importance of the ordered position of every ULV. In consequence, in the group decision making process, by using the EULWPG or EULPOWG operator, we can not only allow individual opinions to support each other in the aggregation process but also reduce the influence of excessive low or high evaluation values on the decision result by assigning them lower weights.

Table 5: The collective overall preference values and the rankings of alternatives.

| $A_{1}$ | $A_{2}$ | $A_{3}$ | $A_{4}$ | Ranking |
| :--- | :---: | :---: | :---: | :---: |
| $\left[s_{1}, s_{4.045}\right]$ | $\left[s_{2.925}, s_{5.131}\right]$ | $\left[s_{4.008}, s_{5.763}\right]$ | $\left[s_{1}, s_{4.065}\right]$ | $A_{3}>A_{2}>A_{4}>A_{1}$ |

## 6. Conclusions

In this paper, the MAGDM problems with UL information are investigated. Motivated by the ideal of Lan et al. [18], the extended triangular norm is defined, based on which several UL geometric aggregation operators are proposed, such as the EULGM operator, EULWGM operator, EULOGW operator, EULPG operator, EULWPG operator, and EULPOWG operator, together with their properties. In the process of decision making, these UL aggregation operators can avoid the limitations of existing linguistic aggregation operators; that is, the results derived in the computing processes sometimes may be counterintuitive or beyond the discourse domain of the linguistic variable. As a result, more intuitive and acceptable results may be obtained by these aggregation operators proposed.
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