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Abstract. 
This paper addresses the leader-follower consensus problem of networked systems by using a decentralized event-based control strategy. The event-based control strategy makes the controllers of agents update at aperiodic event instants. Two decentralized event functions are designed to generate these event instants. In particular, the second event function only uses its own information and the neighbors’ states at their latest event instants. By using this event function, no continuous communication among followers is required. As the followers only communicate at these discrete event instants, this strategy is able to save communication and to reduce channel occupation. It is analytically shown that the leader-follower networked system is able to reach consensus by utilizing the proposed control strategy. Simulation examples are shown to illustrate effectiveness of the proposed control strategy.



1. Introduction
Networked systems involve a large quantity of agents that cooperate with each other so that the system is able to complete sophisticated tasks [1–3]. As one of the networked systems, the leader-follower networked system has attracted a number of researchers to give contributions to coordinate control of the system [4–9].
Consider a physical networked system, where agents can only communicate with their local neighbors rather than all the other agents. In addition, the communication is subjected to limited bandwidths and the speed of wireless channels. In such a case, it would be preferable to develop a decentralized coordination control strategy that is able to accomplish the coordination goal with reduced communication occupation.
One of the strategies that fulfill this requirement is the so-called sampled-data control strategy [10–13]. In particular, a sampled-data control strategy, named event-based strategy, has attracted many attentions. The basic idea of the event-based strategy is that the communication among agents only happen at irregular event instants [14–16]. Moreover, the actuator of the agents only updates at these irregular sampling instants as well. Therefore, the event-based strategy can also save updating energy, which makes the agents be able to achieve the same objectives even in situations with limited energy consumptions. These event instants are determined by predefined event functions. In a general decentralized event-based strategy, each agent has its own event function which uses only the local information to calculate the agent’s event instants. As a result, each agent has its own event sequence. Instead of using the continuous states of agents, the event-based control law of each agent uses the agents’ states sampled at their event instants.
So far, this strategy has been used on the coordination control of multiagent systems with different models [17, 18]. Meanwhile, different event-based communication and controller updating protocols have also been developed. The work in [18] proposes an event-based communication protocol such that each agent samples both its own and the neighbors’ information at its own event instants. Another event-based strategy discussed in [19, 20] gives a different sampling scheme, where agents have synchronized sampling points with a fixed time interval. At each of these fixed points, each agent checks whether an event occurs using its event function. If so, the agent updates its controller and transmits information to its neighbors at this time instant. Otherwise the agent’s controller remains unchanged and no information is transmitted until an event occurs.
The event-based strategy has also been used to solve the consensus problem of multiagent systems with switching topologies [21, 22]. It is shown in [21] that a sufficient condition to guarantee the consensus is to have the topologies being balanced and strongly connected all the time. The work in [22] further relaxes the latter part of this sufficient condition and requires topology to be only jointly connected.
The event-based strategy has also been extended in solving the consensus problem of the so-called leader-follower networked systems [22–26]. In a leader-follower networked system, only part of the followers have access to the state of the leader. This would in general cause difficulties in the design of decentralized event functions. In [23, 24], a decentralized event-based control strategy is proposed to solve the leader-follower consensus problem of a second-order networked system. However, the event function proposed therein has the limitation that the awareness of the leader’s state is required to all the followers. The authors in [22, 26–29] propose different event-based control strategies to relax such a requirement. The authors in [22] solve the first-order leader-follower consensus problem in the case where the topology is only jointly connected. The authors in [29] also consider the first-order leader-follower system. An event-based control strategy with combinational measurement error is proposed to solve the exponential synchronization problem of the system. Then the authors extended this method to general linear systems [25]. In [27], an event-based sampling strategy is developed such that each follower samples its own state, its neighbors’ state, and the leader’s state at the follower’s event instants. Another sampling strategy proposed in [28] modifies this sampling scheme and let the follower be able to continuously receive the leader’s state information.
As a large-scale leader-follower networked systems usually have only one leader but a large number of followers, the communication burdens are in general among the follower. Therefore, we aim at designing a proper event-based control strategy such that  the communication burdens among followers are reduced and  the number of controller updates is decreased. In this paper, a decentralized event-based control protocol and two event functions are proposed to solve the consensus problem in the leader-follower networked systems. Each follower updates its controller if any of its neighbors or itself has an event, which is further determined by their local predefined event function.
First of all, instead of using the most recent sampled state of neighbors, an event measurement is introduced in the event function to give an estimate of the states of neighbors. Secondly, the event function does not require a follower to be aware of the state of the leader if this follower does not have direct connection with the leader. Furthermore, the second event function does not require continuous states of neighbors to calculate the event instants. By using this event function, followers no longer need to continuously exchange information with their neighbors. Last but not least, the interevent intervals are analyzed in this work to exclude the possibility of Zeno-behavior (infinite accumulation of events in finite time).
The paper is organized as follows: Section 2 introduces some preliminaries and lemmas used later in this paper. The leader-follower consensus problem is also stated in Section 2. Section 3 addresses the main results of this paper, that is, the event-based control protocol with two event functions proposed for the leader-follower networked systems. Section 4 illustrates the effectiveness of the proposed control strategy using simulation examples. Section 5 concludes the paper.
Notation. Throughout this paper,  and  denote the transpose and the Euclidean norm of the vector , respectively. For an arbitrary matrix , , and  denote its transpose and 2-norm, respectively. For a symmetric matrix ,  and  represent the minimum and the maximum eigenvalue the matrix.  is a vector with all the entries being one.  denotes an identity matrix with dimension .
2. Preliminaries
2.1. Graph Theory
A graph  is used to describe the communication topology of a networked system, where  and  are the set of nodes and edges, respectively. An agent  is said to be the neighbor of agent  if it is able to send information to agent . This directed communication link is denoted as . The set of all neighbors of agent  is denoted by . A topology is undirected if  implies . Otherwise the topology is directed. A path from agent  to agent  in  is a sequence of ordered edges. For an undirected graph, if there exist paths from every agent to every other agent, then the graph is connected. An adjacency matrix  is introduced to describe the graph topology, where the diagonal entries of  are zero (, ) and the off-diagonal entries , if  and  otherwise. The Laplacian matrix  is defined as  if  and . Note that . Moreover, if the topology is undirected,  and  are both symmetric and therefore, one also has .
The leader-follower networked system considered in this paper contains  followers and one leader. The topology among the followers is undirected and is described by graph  with its Laplacian matrix denoted as . The leader can send information to followers, but not vice versa. Hence the topology that contains the leader and the followers is directed. A matrix  is used to describe whether each follower directly receives information from the leader, where  if follower  can receive information from the leader directly, and  otherwise.
The following lemmas state some properties of the Laplacian matrix used later in this paper.
Lemma 1 (see [30]).  If the undirected graph  of a networked system is connected, then the Laplacian matrix of the graph has one zero eigenvalue and all the other eigenvalues are positive. Moreover, let  be the largest eigenvalue of the Laplacian matrix. Then for any vector , one has .
Lemma 2 (see [31]).  If the graph for the followers is connected and there exists at least one direct edge from the leader to a certain follower, then the matrix  is positive definite.
Lemma 3 (see [32]).  Let  and  be Hermitian matrices. Then, .
2.2. Problem Description
In this paper, we aim at solving the consensus problem of first-order leader-follower networked systems. The dynamics of the followers are where  is the position state of follower .  is a constant representing the inherent dynamics of the follower.  denotes the control law of the follower and is usually determined by the state of its neighbors. The dynamics of the leader is where  denotes the position state of the leader. There is no control input for the leader; hence the leader will move following its inherent dynamics in (2).
Definition 4. The leader-follower networked system is said to achieve consensus if for any initial conditions.
A widely used control law to achieve consensus of the leader-follower networked system is where  and  are positive scalar control gains. It is straightforward to see that this control law will update continuously. So are the communications among agents. As previously mentioned, we consider in the paper the case where the energy of the agent and the communication bandwidth are limited. When the agents carry multiple tasks while the coordination is only one of them, it is preferable to develop a coordination control strategy which reduces the energy consumed in both the controller updating and the communication channel occupation. By doing so, the agents can reserve enough energy and spare channel to accomplish other tasks.
The idea is to design an appropriate event function to monitor the state of the agents. When it is necessary, the event function generates an event. Only at this time instant will the agents sample and transmit their state and update their controller using the sampled states from their neighbors. Moreover, the event function should be designed in a way such that more events are generated when the system diverges and less events are generated when the system converges.
3. Main Results
In this section, the decentralized event-based control strategy is proposed to solve the consensus problem of leader-follower networked systems while reducing the frequency of communication and local controller updates. The proposed strategy consists of event-based control law and decentralized event function. Each of the followers has its own event function which determines its own event time instants. As the event function is decentralized, no global communication is allowed. Using its local neighbors’ state, each follower calculates its event instants and hence has its own event instant sequence. In this paper, we use  to denote the event instant sequence of the follower .
3.1. Consensus with Decentralized Event-Based Control Strategy
We first consider an approach which involves only neighbors’ information in both the event function and the event-based control law of followers. For each follower, the control law is designed aswhere  is a positive constant representing the control gain and , is referred as follower ’s event measurement which is related to the event instant of the follower. Note that the design of  depends only on its own and its neighbors’ event measurement. When the follower’s event function reaches a certain threshold, the follower will update its event measurement with the latest event instant and the corresponding state at the instant. This event measurement will also be sent to the follower’s neighbors in order to update their control laws.
Before stating the event function for each follower, we first define measurement error  for each follower: , that is, the difference between the current state of the follower and the event measurement. From the form of the event measurement defined in this paper, one has , , and one also has .
Therefore, with the defined , the follower’s dynamics can be written as 
In this paper we use  to denote the state difference between the follower  and the leader; that is, . The dynamics of the leader-follower systems (1) and (2) can be written as 
By synthesizing all  into vector form and letting  for simplicity, the above dynamics can be written into a compact form: where  and . The decentralized event function  for each follower is designed as where  satisfies  and  and  are both positive constants to be discussed later.  is the th element of the vector . Note that if follower  is not directly related to the leader,  depends only on the follower ’s neighbors’ states.
An event of a certain follower  is generated when the event function  is greater than 0. This instant will be marked as the latest event instant of the follower . Without loss of generality, we use  to denote this instant. As  by definition, one has . After ,  will fluctuate until the event function overpasses 0 again. Hence the event function  is always no greater than zero except for the left instant of the event time.
For a certain follower , during the time intervals between its two consecutive event instants, if any of its neighbors is triggered, its control law will be updated with the most recently received neighbor state  and the instant  (here  denotes the latest event instant of follower ).
Theorem 5.  Consider the leader-follower networked system described in (1) and (2). Suppose that the topology among followers is connected and at least one follower which can receive information from the leader. The followers use the control law (5) and the events of followers occur when the event function (9) overpasses zero. Then the consensus of the system can be achieved, if the following conditions are fulfilled: where  is a positive constant and .
Proof. Consider the following Lyapunov candidate: The right derivative of  along the trajectory of (8) with respect to  is where the time  is omitted for simplicity. The last line of (13) is due to the condition in (10) and Yang’s inequality:  for any positive constant .
From Lemma 2,  is positive definite. As , one has . Note that  is also positive definite. It follows from (13) that By condition (11), one has .
The coefficients  and  in the event function are set into  and . The event strategy guarantees that . Otherwise the follower will be triggered and hence will guarantee this inequality to hold. As a result, one has Since ,  is negative when the consensus is not achieved and is equal to zero when the consensus is achieved. Therefore, by the invariance principle, the followers will converge to the consensus space; that is, . This concludes the proof.
It is well known that the existence of the Zeno-behavior must be excluded in the work of event-based control strategy. In other words, for each follower ,  in the system, the time interval between every two consecutive events must be strictly positive. We propose the following theorem to exclude the Zeno-behavior in our work.
Theorem 6.  Consider the leader-follower networked system described in (1) and (2). Suppose that the topology among followers is connected and there exists at least one follower which can receive information from the leader. Also suppose that conditions (10) and (11) are satisfied. The followers are under control of law (5) and the events of followers occur when the event function (9) overpasses zero. Then the event intervals are strictly positive if the consensus is not achieved.
Proof. The event intervals can be obtained by analyzing . For follower , at each event instant , one has . From the event function, the th event instant is the time when  exceeds . Thus, the time interval between the th and the th event is equal or longer than the time for  to increase from 0 to .
The dynamics of the measurement error  isBy substituting the dynamics of follower  from (6), it follows that where , , and  denote the th row of the matrix, respectively, , , and . Therefore,  is the th row of . It follows that The last inequality comes from the theme of the event-based strategy. Meanwhile, from the former theorem, with the control of the event-based strategy, the derivative of the Lyapunov function (12) is less than 0 when the consensus is not achieved and is equal to 0 when the consensus is achieved. In other words, So one has . Thereby, one also has For brevity, we use a function  to represent the right hand side of the above inequality. Note that, compared to the function ,  requires longer time to increase from zero to . That is, if, at time ,  reaches , the next event will happen at or later than the time .
This implies that the time interval , where  satisfies When consensus is not achieved,  is not equal to zero. In that case,  and therefore the event interval is positive.
Theorem 5 proves that the fully decentralized event-based control strategy is able to guarantee the consensus of the leader-follower networked system. However, from the event function (9), the continuous states of neighbors, that is, , , are required. This requirement is not compatible with the initial motivation which aims at saving communication. In the following part, another event function is designed such that only the sampled states of each agent’s neighbors are required.
3.2. Event Function with State Measurement
In this part, an event function which uses the event measurement and the state of leader is proposed. By using this event function, the followers no longer require to continuously transmit their state to their neighbors. Instead, only when an event occurs, the corresponding follower will transmit its event measurement. Hence by using this event function, the communication frequency can be reduced. The event function  is given by where , and  is the th entry of vector . Compared to the former event function (9), this new event function contains  rather than , which excludes the continuous communication among followers.
Theorem 7.  Consider the leader-follower networked system as described in (1) and (2). Suppose that the topology among followers is connected, and there exists at least one follower that can receive information from the leader and conditions (10) and (11) are satisfied. Then the leader-follower consensus can be achieved if the events occur when the event condition (22) exceeds zero. Moreover, the event interval between two consecutive events is strictly positive.
Proof. By the definition of , one has Hence, . It follows that Note that the event function implies that , which further indicates that . By substituting  into this inequality, one has . Therefore, using the same Lyapunov function (12), via similar approach as that of Theorem 5, it is straightforward to show that  and  as . This implies that the leader-follower consensus of the system is achieved. The exclusion of the Zeno-behavior can be shown via the same approach as that of Theorem 6. We also let  be the time that function  costs for it growing from zero to . Then  is shorter than the time interval between two events, where  satisfies Therefore, we also have a strictly positive interevent interval when the leader-follower consensus is not achieved. Thus the Zeno-behavior is excluded.
4. Simulations
In this section, simulations are shown to illustrate the effectiveness of the proposed event-based control strategy. A leader-follower networked system consisting of 6 followers and 1 leader is adopted. We first give simulation for the decentralized event-based strategy and then change the event function into the event-measurement event function and run the simulation again. The Laplacian matrix of the followers’ topology is The dynamics of the followers and the leader are governed by, respectively, (1) and (2), with . We set  and  to satisfy conditions (10) and (11). At first, the control scheme (5) and the event function (9) are adopted. When the event function overpasses 0, the follower samples its state and marks this time instant as the latest event instant. After that, the follower sends this sampled state together with the latest event instant to neighbors.
The state differences between each follower and the leader, as previously denoted using , , are shown in Figure 1. As observed, the system reaches the leader-follower consensus asymptotically. Figure 2 illustrates the event instants for each of the followers. It is shown that each agent triggers asynchronously. In order to inspect the motion of the event measurement, the evolution of  is shown in Figure 3. As observed,  is set to zero at the event instants and it grows until the event function (9) exceeds zero.




	
	
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
		
			
		
			
		
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
		
	


Figure 1: State difference between follower  and the leader for .






	
	
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
	


Figure 2: Event sequences for followers.






	
	
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
			
		
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
		
	


Figure 3: Event measurement of follower .


Now we use the second event function (22) that only utilizes the event measurement rather than the continuous state of neighbors.
Figure 4 illustrates the trajectory of , . As observed, with the event function (22), the system can reach the leader-follower consensus. The event sequences are shown in Figure 5 and the evaluation of the event measurement of follower  is shown in Figure 6.




	
	
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
		
			
		
			
		
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
		
	


Figure 4: State difference between follower  and the leader for .






	
	
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
	


Figure 5: Event sequences for followers.






	
	
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
			
		
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
		
	


Figure 6: Event measurement of follower .


From Figures 2 and 4, it is observed that the event function (22) generates less events than event function (9). This property can reduce the communication times of the system. In addition, from the comparison between Figures 3 and 6, one can see that the event function (22) generates less events for follower 6.
Remark 8. Theorem 6 only proves that when the consensus is not achieved the interval is positive rather than strictly lower bounded. In the future, the existence of the lower bound will be considered. After the consensus is achieved, for the worst case, the event-based control strategy will not cause more communications than continuous protocols. However, from the simulations, one can see that the event-based control strategy is effective and there is no Zeno-behavior.
5. Conclusion
We considered the consensus problem for leader-follower networked systems in this paper. An event-based control strategy associated with event function is utilized to control the followers in a decentralized manner. Furthermore, the event function is developed such that the continuous states of neighbors are no longer required. Instead of that, the event measurement is used, which is transmitted only at neighbors’ event instant. It is shown that the proposed scheme is able to decrease the channel occupations and communication frequencies while achieving the leader-follower consensus for the systems using only the local information. The Zeno-behavior is also analytically excluded for both cases. Simulations are implemented to show the effectiveness of the proposed strategies. Future work includes extending the proposed methods to higher order networked systems and studying other collective behaviors.
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