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Time synchronization is a fundamental requirement for many services provided by a distributed system. Clock calibration through
the time signal is the usual way to realize the synchronization among the clocks used in the distributed system.The interference to
time signal transmission or equipment failures may bring about failure to synchronize the time. To solve this problem, a clock bias
prediction module is paralleled in the clock calibration system. And for improving the precision of clock bias prediction, the first-
order greymodel with one variable (GM(1, 1))model is proposed. In the traditionalGM(1, 1)model, the combination of parameters
determined by least squares criterion is not optimal; therefore, the particle swarm optimization (PSO) is used to optimize GM(1, 1)
model. At the same time, in order to avoid PSO getting stuck at local optimization and improve its efficiency, the mechanisms
that double subgroups and nonlinear decreasing inertia weight are proposed. In order to test the precision of the improved model,
we design clock calibration experiments, where time signal is transferred via radio and wired channel, respectively. The improved
model is built on the basis of clock bias acquired in the experiments. The results show that the improved model is superior to other
models both in precision and in stability. The precision of improved model increased by 66.4%∼76.7%.

1. Introduction

Time synchronization technology has beenwidely used in the
distributed system [1–4], such as global navigation satellite
system (GNSS) and multistatic radar and electric network.
Clock calibration is that devices of distributed system use
reference time to synchronize the local clock. Hence, process
of clock calibration determines the accuracy of time synchro-
nization [5–7]. Nowadays, the way to calibrate local clock is
that finite impulse response (FIR) filter uses the bias between
local and remote clock measured by time interval counter
(TIC) or discriminator to get a control signal [8–10], which
is used to regulate clock until the clocks are synchronized. In
the distributed system with far distance, time signal is always
conveyed by electric cable, satellite, or microwave. Recently,
troposphere scatter has also been proposed to transfer the
time signal [6]. In a process of time signal’s transmission,
channel interruption or equipment failure will lead to the
failure to get clock bias, and the absence of clock bias can
make synchronization system abnormal.

In order to guarantee the distributed system work nor-
mally and add anti-interference ability of the synchronization
system, clock bias predictionmodule is paralleled in the clock
calibration system. In this parallel module, clock bias could
be acquired through the predictionmodule, when the system
cannot get clock bias. And system uses the predicted clock
bias to generate a control signal, which is used to adjust
the local clock. Above all, the performance of clock bias
prediction has a direct impact on synchronization precision
when accidents occur. At present, the clock bias prediction
is an important work in GNSS; researchers have put for-
ward several prediction models [8, 9], such as first-order
grey model with one variable (GM(1, 1)) model, artificial
neutral network (ANN) model, and least squares support
vector machine (LSSVM) model. The sampling interval of
satellite clock bias is generally 15min, which lead to a rela-
tively low real-time requirement. Nevertheless, in the clock
calibration system, the short sampling time puts forward
a great requirement for real-time performance. GM(1, 1)
model needs less data sample and has better real-time than

Hindawi Publishing Corporation
Mathematical Problems in Engineering
Volume 2016, Article ID 1813403, 6 pages
http://dx.doi.org/10.1155/2016/1813403



2 Mathematical Problems in Engineering

TIC

FIR
filter 

Local
clock

Remote
clock

Transmission
channel 

Control 
signal

Clock
bias

1PPS 1PPS

1PPS

1PPS

Figure 1: Workflow of clock calibration.

artificial intelligence algorithms, which need more data to
train themselves. However, parameters of GM(1, 1)model are
usually determined by the least square criterion (LSC), which
cannot guarantee the parameters are optimal.

Aiming at this problem, we introduce the particle swarm
optimization (PSO) algorithm to optimize GM(1, 1) model.
Also, in order to avoid the PSO getting stuck at local
optimization and improve its efficiency, the mechanisms that
double subgroups andnonlinear decreasing inertiaweight are
proposed.

The rest of this paper is organized as follows. The mecha-
nism that clock bias module is paralleled in clock calibration
system is described in the next section. In Section 3, GM(1, 1)
model optimized by improved particle swarm optimization
(IPSO) is introduced. In Section 4, we design two clock cali-
bration experiments that time signal is transferred via wired
and radio channel, respectively. And the improved model is
built through clock bias acquired by these calibration exper-
iments. Finally, some conclusions are drawn in Section 5.

2. Clock Bias Prediction in Clock Calibration

Figure 1 shows the workflow of the clock calibrationmodel in
time synchronization system.

As shown in Figure 1, TIC is used to calculate the bias
between these two one pulse per second (1 PPS), which come
from the local and remote clock, respectively. FIR filter is used
to generate a control signal on the basis of clock bias. Local
clock continues to be adjusted according to the control signal
until clocks are synchronous. Briefly, when the transmission
channel or equipment is in a fault state, the local system
cannot get the essential clock bias. Namely, absence of clock
bias will bring a failure to time synchronization system.
At present, no effective solutions exist or are proposed to
overcome this failure. So to overcome this shortcoming, clock
bias module is paralleled in clock calibration system; this
mechanism is described in Figure 2.

In Figure 2, prediction module paralleled with the origi-
nal system can predict clock bias, whichmay not be got when
exceptions occur. Also, bias prediction module is paralleled
with the original system, so under normal circumstances,
this new module has no influence on the original system.
Generally speaking, this parallel mechanism can ameliorate
anti-interference ability and guarantee the synchronization
system work normally. And the accuracy of clock bias
prediction has great influence on the performance of time
synchronization, when an exception happens. Therefore, an
excellent clock bias prediction model is urgently needed.
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Figure 2: Clock error prediction in calibration.

3. GM(1, 1) Model Improved by IPSO

3.1. GM(1, 1) Model. The GM(1, 1) model has advantage not
only in calculation speed but also in prediction accuracy.
Also, building GM(1, 1) model needs less data [11–14].
GM(1, 1)model can be finally expressed as

𝑥̂0 (𝑘) = 𝑒−𝑎(𝑘−1) ⋅ [𝑥0 (1) − 𝑢
𝑎] ⋅ (1 − 𝑒𝑎) , (1)

where 𝑥0(𝑘) and 𝑥̂0(𝑘) stand for the primitive and predicted
𝑘th element in sequence, respectively. 𝑎 and 𝑢 are the
parameters of this model. According to LSC, the estimated
value of parameters can be expressed as

[𝑎̂, 𝑢̂]𝑇 = (𝐺𝑇𝐺)−1 𝐺𝑇𝑌𝑛, (2)

where 𝐺 = [−𝑍(𝐾 + 1), 1](𝑛−1)×2, 𝑍(𝐾 + 1) = [𝑥1(𝑘 + 1) +
𝑥1(𝑘)]/2, and 𝑌𝑛 = [𝑥1(2), . . . , 𝑥1(𝑘), . . . , 𝑥1(𝑛)]𝑇. 𝑥1(𝑘) stand
for the first accumulation of the primitive sequence. Equation
(1) indicates that parameters directly affect the performance
of GM(1, 1)model. However, LSC cannot guarantee parame-
ters are optimal.

For demonstrating that parameters obtained by LSC
are not optimal, clock bias of satellite PG01 provided by
the international GNSS service (IGS) in June 10 of 2012 is
selected; the sampling interval is 15min. GM(1, 1) models
with different parameters are established by using these data
during the first 18 hours. Data during last 6 hours are used
to evaluate the performance of different models. Values of
mean errors (ME) and mean square error (MSE) are used to
evaluate accuracy of the model. MSE can be expressed as

MSE = 1
𝑛
𝑛

∑
𝑖=1

(𝑥𝑖 − 𝑥̂𝑖)2 , (3)

where 𝑥𝑖 and 𝑥̂𝑖 stand for the real and predicted clock bias,
respectively. As shown in (3), the minimum value of MSE
refers to the optimal combination of parameters. There are
two strategies to get different combinations of parameters.
Strategy 1: combination of parameters is determined by LSC,
shown as (2). Strategy 2: different combinations of parameters
are chosen close to the parameters determined by LSC.

The values ofME andMSE are got through using different
combinations of parameters. In these different models, the
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Figure 3: Prediction errors of different models.

optimal combination of 𝑎 and 𝑢 is (−5.965 × 10−6, 260.74).
And values of MSE andME are 1.36×10−3 ns2 and 0.0066 ns,
respectively. The combination of 𝑎 and 𝑢 determined by LSC
is (−5.963×10−6, 260.63). And the values of MSE andME are
3.32 × 10−3 ns2 and −0.043 ns, respectively. Prediction errors
are shown as in Figure 3.

In Figure 3, the labels “combination 1,” “combination 2,”
and “combination 3” stand for the different combinations
close to parameters determined by LSC, respectively. And
the label “optimal” stands for the optimal combination. As
described in Figure 3, the parameters determined by LSC are
not optimal.Therefore, using IPSO algorithm to optimize the
GM(1, 1)model is necessary.

3.2. IPSO Algorithm. PSO algorithm is widely used as a
global optimization algorithm, which has the characteristics
of simple programming, high efficiency, and fast computing
speed [15–17]. The solution space is considered as a multidi-
mension search space. Particle flying in the search space as
an individual bird stands for a candidate solution. And the
swarm is a collection of these particles. Candidate solution
is judged by a fitness function, which usually depends on the
problem to be optimized. During the process of optimization,
each particlemaintains aPbest value as individual experience,
which represents the best solution until now. Meanwhile,
swarm maintains a Gbest value as social knowledge, which
represents the best point achieved by the whole collection
until now.

During iterative procedure, these particles fly through the
problem space following the current optimum particle and
corporate with each other to find the global optimum. The
algorithm updates velocity and position of each particle as
follows:

V𝑘𝑖𝑑 = 𝜔V𝑘−1𝑖𝑑 + 𝑐1𝑟1 (𝑝𝑖𝑑 − 𝑥𝑘−1𝑖𝑑 ) + 𝑐2𝑟2 (𝑔𝑖𝑑 − 𝑥𝑘−1𝑖𝑑 ) ,
𝑥𝑘𝑖𝑑 = 𝑥𝑘−1𝑖𝑑 + V𝑘−1𝑖𝑑 ,

(4)
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Figure 4: Flow of the improved model.

where 𝑟1 and 𝑟2 are randomvalues between 0 and 1. V𝑘𝑖𝑑 and𝑥𝑘𝑖𝑑
are velocity and position of particle 𝑖 in dimension𝑑 at time 𝑘,
respectively. 𝑐1 and 𝑐2 stand for acceleration constants known
as the cognitive and social learning parameters, which pull
each particle towards Pbest and Gbest positions, respectively.
𝜔 stands for the inertia weight reflecting the search ability
of algorithm. Hence, in order to improve the accuracy and
convergence rate of PSO, 𝜔 changing with the optimized
iteration is proposed as follows:

𝜔𝑘 = (𝜔max − 𝜔min) ⋅ 𝑒−𝛽⋅(𝑘/𝑘max)
2 + 𝜔min, (5)

where 𝜔max and 𝜔min stand for the maximum and minimum
of inertia weights, respectively. The value of 𝛽 is between 15
and 20. As described in (5), at the early optimization stage,
a larger inertia weight factor is applied to promote global
exploration; then, in order to facilitate local exploitation
with algorithm running, it decreases in exponential form.
At the same time, for avoiding PSO getting stuck at local
optimization and improving its efficiency, the mechanism
that double subgroups simultaneously search is proposed.
On the basis of original algorithm, the backward searching
subgroup is described as follows:

𝑥𝑖𝑑 (𝑡 + 1) = 𝑥𝑖𝑑 (𝑡) − V𝑖𝑑 (𝑡 + 1) . (6)

After each cycle is complete, these two subgroups will
compare with each other. This mechanism can make the
algorithm avoid local optimization on the basis of not
increasing the optimal algebra obviously.

3.3. GM(1, 1) Model Improved by IPSO. In the time synchro-
nization system, channel interruption or equipment failure
will lead to a failure to get clock bias. Under these negative
circumstances, clock bias acquired through a prediction
model can guarantee the distributed system work normally.
We use GM(1, 1) model to predict these clock bias. In order
to find the optimal parameters of GM(1, 1) model, IPSO
algorithm is proposed. The process of improved model is
shown as in Figure 4.

As shown in Figure 4, GM(1, 1)model improved by IPSO
mainly follows the basic steps of standard PSO. The detailed
steps are as follows.
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Figure 5: Clock calibration through wired channel.

Step 1. The parameters of IPSO are firstly initialized, includ-
ing 𝜔min (𝜔max), 𝑐1 (𝑐2), 𝛽, threshold of fitness, and the
maximum number of circulating times.

Step 2. IPSO algorithm establishes two subgroups, which
search in opposite direction according to (6).

Step 3. Velocity and position of particles are updated, and the
Pbest and Gbest of particles are also updated according to the
value of fitness.

Step 4. In order to find the optimal combination of parame-
ters, fitness of two subgroups is compared.

Step 5. IPSO algorithm continues to find the relative optimal
combination of parameters, until it reaches the maximum
number of circulating times or the value of fitness meets the
threshold.

Step 6. After IPSO algorithm finishes, GM(1, 1) model with
the relative optimal combination of parameters determined
by IPSO is used to predict the clock bias.

4. Example Analysis

4.1. Clock Bias Acquisition Schemes. In order to evaluate
the performance of GM(1, 1) model improved by IPSO,
clock bias acquisition experiment is conducted with PSR10-
type rubidium clock, Agilent53230A-type TIC, Tektronix
DPO3054-type Oscilloscope, and so forth. The wired data
transmission experiment is firstly performed as the layout
shown in Figure 5.

As shown in Figure 5, 1 PPS produced by Rb clock B
is transferred through an electric cable and an attenuator
to the data transmission A. Attenuation of long distance
cable is simulated by attenuator. 1 PPS output from the data
transmission A is regarded as a reference; bias between these
two clocks is tested by TIC. PC takes note of the clock bias,
which is used to produce a control signal according to the
principle of FIR filter.The sampling interval is 10 seconds. 150
data pieces are chosen, and the trend terms after invariance in
those data is removed are shown in Figure 6.

Devices are also used to design the clock calibration
experiment that time signal is transmitted through radio
channel. Layout is shown in Figure 7.
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Figure 6: Clock bias acquired by wired channel.
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Figure 7: Clock calibration through radio channel.
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Figure 8: Clock bias acquired by radio channel.

The sampling interval of this experiment is also 10
seconds. Figure 8 shows the trend terms of these data.

As shown in Figures 6 and 8, the downward trend of
bias indicates that these two clocks tend to be synchronized
with calibration running. Noises in microwave channel and
multipath effect bring jitter to the clock bias, which indicates
that noises have negative effect on clock calibration.

4.2. Prediction Results. In order to get the accuracy of
GM(1, 1) model improved by IPSO, polynomial model,
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Table 1: Statistics of the different models (ns).

Clock bias Polynomial model GM(1, 1)model IPSO-GM(1, 1)model
𝐸max ME SD 𝐸max ME SD 𝐸max ME SD

Data 1 1.543 −0.414 0.641 0.822 0.383 0.325 0.544 0.127 0.301
Data 2 3.247 −1.776 0.850 2.758 −1.248 0.799 1.614 −0.323 0.623

GM(1, 1)model, andGM(1, 1) improved by IPSO are, respec-
tively, established by using 120 sets of data acquired in these
two experiments; the last 30 sets of data are used to test these
different models.

Individual atomic clocks have different frequency offset
characteristic, the relationship between order of polynomial
and atomic clock is defined as

𝑥 (𝑡) = 𝑎 + 𝑏𝑡 + 𝛽 ⋅ 𝑐𝑡
2

2 , 𝛽 = {
{
{
1, Rb,
0, Cs. (7)

Considering that Rb atomic clock is used in these experi-
ments, polynomial with one order is used. Figure 9 shows the
prediction errors of different models.

In Figure 9, the clock bias acquired by wired channel
and microwave channel is expressed as data 1 and data 2,
respectively. Judgments are made in several aspects, such
as maximum absolute error (𝐸max), ME, and standard error
(SD). Table 1 describes the values of these judgments.

Figure 9 and Table 1 illustrate that the MEs of two results
predicted through GM(1, 1) model improved by IPSO are
less than 0.5 ns. Accuracy of ME increases by 66.4%∼76.7%
compared to the traditional GM(1, 1) model. Also, in terms
of accuracy and stability, the improved model is superior
to other models. Therefore, when a channel interruption or
equipment failure happens, the bias predicted by GM(1, 1)
model improved by IPSO can be used to produce the control
signal, which is used to synchronize the clock.

Also, the limitation of parameters selection range at the
beginning can not only overcome the blindness in IPSO but
also reduce the calculation time in a certain degree. The sim-
ulation process on PC platform indicates that running time of
improved prediction model is less than 5 s, which concludes
that the improved predictionmodel can completelymatch the
real-time requirement.

At the same time, the accuracy of all prediction models
built using data 1 is better than using data 2. The noises
in clock bias have negative effect not only on performance
of clock calibration, but also on the accuracy of clock bias
prediction.

5. Conclusion

Thefailure to transfer time signal and equipment’s breakdown
will bring the failure to time synchronization system. Aiming
at this problem, we parallel the clock bias system with
clock calibration system. Also, GM(1, 1) model improved by
IPSO is proposed to predict the clock bias. Clock calibration
experiments that time signal is transferred through wire and
microwave channel are conducted. The parts of clock bias
recorded in the process of the experiment are used to evaluate
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Figure 9: Errors of different prediction models.

this improved model. The consequence indicates that the
ME of improved model is less than 0.5 ns. Also, in view of
accuracy and stability, the improved model is superior to
other models. Therefore, when a failure happens, the clock
bias predicted through GM(1, 1) model improved by IPSO
can be used to produce the control signal, which is vital to
synchronize the clock.
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