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On the basis of sampling approximation for a function defined on a bounded interval by combining Coiflet-type wavelet expansion
and technique of boundary extension, a space-time fully decoupled formulation is proposed to solvemultidimensional Schrödinger
equations with generalized nonlinearities and damping. By applying a wavelet Galerkin approach for spatial discretization,
nonlinear Schrödinger equations are first transformed into a system of ordinary differential equations, in which all matrices are
completely independent of time and never need to be recalculated in the time integration. Then, the classical fourth-order explicit
Runge–Kutta method is used to solve the resulting semidiscretization system. By studying several widely considered test problems,
results demonstrate that when a relatively fine mesh is adopted, the present wavelet algorithm has a much better computational
accuracy and efficiency than many existing numerical methods, due to its higher order of convergence in space which can go up to
6.

1. Introduction

The time-dependent Schrödinger equation with nonlinear
potential functions is one of the most important mathemat-
ical models in modern science due to its wide applications
in many different fields, such as nonlinear optics, plasma
physics, and semiconductor industry [1–5]. The present
study considers the three-dimensional generalized nonlinear
Schrödinger equation (GNLSE) [6–37]

i
𝜕𝜓 (x, 𝑡)𝜕𝑡 + 𝛼 (𝑡) ∇2𝜓 + ] (x, 𝑡) 𝜓 + 𝑓 (󵄨󵄨󵄨󵄨𝜓󵄨󵄨󵄨󵄨2) 𝜓

+ i𝑔 (󵄨󵄨󵄨󵄨𝜓󵄨󵄨󵄨󵄨2) 𝜓 + ℎ1 (x, 𝑡) + iℎ2 (x, 𝑡) = 0,
x ∈ [0, 1]3 , 𝑡 ≥ 0

(1)

with the initial condition

𝜓 (x, 0) = 𝑅1 (x) + i𝑅2 (x) , x ∈ [0, 1]3 (2)

and the Dirichlet boundary condition

𝜓 (0, 𝑦, 𝑧, 𝑡) = 𝑟01 (𝑦, 𝑧, 𝑡) + i𝑟02 (𝑦, 𝑧, 𝑡) ,
𝜓 (1, 𝑦, 𝑧, 𝑡) = 𝑠01 (𝑦, 𝑧, 𝑡) + i𝑠02 (𝑦, 𝑧, 𝑡)𝜓 (𝑥, 0, 𝑧, 𝑡) = 𝑟11 (𝑥, 𝑧, 𝑡) + i𝑟12 (𝑥, 𝑧, 𝑡) ,𝜓 (𝑥, 1, 𝑧, 𝑡) = 𝑠11 (𝑥, 𝑧, 𝑡) + i𝑠12 (𝑥, 𝑧, 𝑡)
𝜓 (𝑥, 𝑦, 0, 𝑡) = 𝑟21 (𝑥, 𝑦, 𝑡) + i𝑟22 (𝑥, 𝑦, 𝑡) ,
𝜓 (𝑥, 𝑦, 1, 𝑡) = 𝑠21 (𝑥, 𝑦, 𝑡) + i𝑠22 (𝑥, 𝑦, 𝑡) .

(3)

In (1)–(3), i = √−1 is the complex unit, 𝜓(x, 𝑡) with vector
x = {𝑥, 𝑦, 𝑧} is a complex-valued unknown function, ∇2 =𝜕2/𝜕𝑥2 + 𝜕2/𝜕𝑦2 + 𝜕2/𝜕𝑧2 is the Laplace operator, and 𝛼(𝑡),𝑅𝑗, 𝑟𝑖𝑗, and 𝑠𝑖𝑗 are known real functions for 𝑖 = 0, 1, 2
and 𝑗 = 1, 2. In GNLSE (1), the external potential ](x, 𝑡)
is a given real function, whose specific form is dependent
on different problems. For example, it is usually chosen as
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either a harmonic confining potential ](x, 𝑡) = −|x|2/2,
or an optical lattice potential ](x, 𝑡) = 𝐴1 cos(𝐿1𝑥) +𝐴2 cos(𝐿2𝑦) + 𝐴3 cos(𝐿3𝑧) with constants 𝐴𝑛, 𝐿𝑛, and 𝑛 =1, 2, 3, for studying the Bose–Einstein condensation [5, 26].
The nonlinearities 𝑓(𝜌) and 𝑔(𝜌) which are real-valued
smooth functions with respect to the density 𝜌 = |𝜓|2 are
determined by the specific application. Note that, in this
study, the most popular nonlinear term 𝑓(𝜌) = 𝜆𝜌 with
constant 𝜆 [1–10] has been extended to the general form 𝑓(𝜌)
which can be chosen as arbitrary function as needed, such
as 𝑓(𝜌) = 𝑐0𝜌𝑠, 𝑓(𝜌) = 𝑐1(1 − 𝑒−𝜌), 𝑓(𝜌) = 𝜌/(1 + 𝜌),
and 𝑓(𝜌) = ln(1 + 𝜌), where 𝑐0, 𝑠 and 𝑐1 are real constants
[26, 36]. Moreover, the general damping term 𝑔(𝜌) which is
usually ignored in many studies [8–16, 18–25, 27–34] is also
considered in GNLSE (1), because the damping effect may
play an important role and should not be ignored in some
physical processes [7, 17, 26, 35, 36], such as the inelastic
collisions in Bose–Einstein condensation [7, 26].

Because of the broad applications of GNLSE (1), develop-
ing accurate and efficient numericalmethods for solving such
equations has attracted considerable research attention in the
past few years. For instance,Mohebbi andDehghan [15] stud-
ied two-dimensional linear Schrödinger equations by using a
compact boundary value method with fourth-order accuracy
in both space and time. Liao et al. [16] applied a fourth-order
compact difference scheme to solve the two-dimensional
linear Schrödinger equation without damping term. In order
to save cost on computation, the finite difference schemes
combining with the alternating direction implicit method
are developed to study the multidimensional Schrödinger
equations [18–20, 23, 24, 30, 34]. In such algorithms, handling
multidimensional problems is transformed into solving a
series of one-dimensional problems by introducing interme-
diate variables. Moreover, many other numerical methods
are also proposed to solve multidimensional Schrödinger
equations, such as the collocation method [21, 22, 27, 33],
the Galerkin method [27, 31], and the mesh-free methods
[25, 31, 32]. The above methods are effective for solving
Schrödinger equations under certain conditions. However,
many of them will encounter severe difficulties in uni-
formly solving the three-dimensional generalized nonlinear
Schrödinger equation (1). For example, the time-splitting
methods need to obtain the density 𝜌 by solving analytically
a nonlinear differential equation [7, 8, 21, 26], which is an
extremely difficult task for general damping term 𝑔(𝜌). And
when the classical collocationmethod [25] and Galerkin type
method [32] are employed to solve directly the nonlinear
Schrödinger equation, the matrices generated in the spatial

discretization of nonlinear terms will be dependent on the
time-dependent unknown vector andmust be recalculated at
each time step [25, 32, 38], thereby consuming considerable
computing resources. Because such repeated recalculations
of matrices from the spatial discretization of nonlinear term
can be regarded as reperforming the spatial discretization
at each time step [38], these methods [25, 27, 32] cannot
divide the solution procedure into two completely separate
processes, that is, the spatial discretization and the time
integration. Therefore, the decoupling between spatial and
temporal discretizations in these methods [25, 27, 32] is
incomplete [38].

In the current work, a space-time fully decoupled formu-
lation by combining a wavelet Galerkin technique and the
classical fourth-order explicit Runge–Kutta method is pro-
posed to uniformly solve the three-dimensional generalized
nonlinear Schrödinger equation (1). In such a space-time
fully decoupledwavelet formulation, allmatrices generated in
the spatial discretization of the nonlinear partial differential
equation (1) are constant matrices and need not to be
updated in the subsequent time integration. In addition, a
systematic comparison between the present solutions and
those obtained by using many existing numerical methods
is conducted by solving several widely considered test prob-
lems.

2. Sampling Approximation of
an Interval-Bounded 𝐿2-Function

Based on the theory of wavelet based multiresolution analy-
sis, a set of scaling bases for three-dimensional space can be
directly obtained by the tensor products of one-dimensional
wavelet bases [39, 40]. Therefore following our previous
work [41–44], a function 𝑓(𝑥, 𝑦, 𝑧) ∈ 𝐿2[0, 1]3 can be
approximated as

𝑓 (𝑥, 𝑦, 𝑧) ≈ 𝑃𝑗𝑥,𝑗𝑦,𝑗𝑧𝑓 (𝑥, 𝑦, 𝑧)
= 2𝑗𝑥∑
𝑘0=0

2𝑗𝑦∑
𝑙0=0

2𝑗𝑧∑
𝑚0=0

𝑓( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 )𝜑𝑗𝑥 ,𝑘0 (𝑥) 𝜑𝑗𝑦 ,𝑙0 (𝑦)
⋅ 𝜑𝑗𝑧 ,𝑚0 (𝑧) ,

(4)

where 𝑗𝑥, 𝑗𝑦, and 𝑗𝑧 are the decomposition level, respec-
tively, in the 𝑥, 𝑦, and 𝑧 directions, and the modified one-
dimensional wavelet basis [41–44]

𝜑𝑗,𝑘 (𝑥) =
{{{{{{{{{{{{{{{{{{{

−1∑
𝑖=−9

𝑇0,𝑘 ( 𝑖2𝑗 )𝜙 (2𝑗𝑥 − 𝑖 + 7) + 𝜙 (2𝑗𝑥 − 𝑘 + 7) 𝑘 ∈ [0,𝑀]
𝜙 (2𝑗𝑥 − 𝑘 + 7) 𝑘 ∈ [𝑀 + 1, 2𝑗 − 𝑀 − 1]
2𝑗+6∑
𝑖=2𝑗+1

𝑇1,2𝑗−𝑘 ( 𝑖2𝑗 )𝜙 (2𝑗𝑥 − 𝑖 + 7) + 𝜙 (2𝑗𝑥 − 𝑘 + 7) 𝑘 ∈ [2𝑗 − 𝑀, 2𝑗]
(5)
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with

𝑀 = {{{
2𝑗−1 − 1 for 𝑗 ≤ 3
7 other. (6)

In (5), 𝜙(𝑥) is the generalized Coiflet-type orthogonal scaling
function with first-order moment 𝑀1 = 7 and number of
vanishing moments 𝛽 = 6 of the corresponding wavelet
function, which is developed by Wang [41]. In addition, the
functions

𝑇0,𝑘 (𝑥) = 𝑀∑
𝑖=0

𝑝0,𝑖,𝑘𝑖! 𝑥𝑖,
𝑇1,𝑘 = 𝑀∑

𝑖=0

𝑝1,𝑖,𝑘𝑖! (𝑥 − 1)𝑖
(7)

in which coefficients 𝑝0,𝑖,𝑘 and 𝑝1,𝑖,𝑘 of numerical differenti-
ation are determined by matrices P0 = {𝑝0,𝑖,𝑘} = Q−10 , P1 ={𝑝1,𝑖,𝑘} = Q−11 , Q0 = {𝑞0,𝑘,𝑖 = (𝑘/2𝑗)𝑖/𝑖!}, and Q1 = {𝑞1,𝑘,𝑖 =(−𝑘/2𝑗)𝑖/𝑖!} with subscripts 𝑖, 𝑘 = 0, 1, . . . ,𝑀.

Since the sampling approximation (4) is valid for all
functions 𝑓(𝑥, 𝑦, 𝑧) ∈ 𝐿2[0, 1]3, for arbitrary nonlinear
operator N holding N[𝑓(𝑥, 𝑦, 𝑧)] ∈ 𝐿2[0, 1]3, by treating
N[𝑓(𝑥, 𝑦, 𝑧)] as a new function and applying (4), we have

N [𝑓 (𝑥, 𝑦, 𝑧)] ≈ 2𝑗𝑥∑
𝑘0=0

2𝑗𝑦∑
𝑙0=0

2𝑗𝑧∑
𝑚0=0

N [𝑓( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 )]
⋅ 𝜑𝑗𝑥 ,𝑘0 (𝑥) 𝜑𝑗𝑦 ,𝑙0 (𝑦) 𝜑𝑗𝑧 ,𝑚0 (𝑧)

(8)

which provides the foundation for conducting a space-time
fully decoupled formulation [38].

3. Solution of the Generalized Nonlinear
Schrödinger Equation

At the beginning of the solution to the three-dimensional
generalized nonlinear Schrödinger equation (1), by introduc-
ing 𝜓(x, 𝑡) = 𝑢1(x, 𝑡) + i𝑢2(x, 𝑡), where 𝑢1(x, 𝑡) and 𝑢2(x, 𝑡) are
real-valued functions, we rewrite it into two coupled time-
dependent nonlinear partial differential equations𝜕𝑢𝑛 (x, 𝑡)𝜕𝑡 = (−1)𝑛 𝛼 (𝑡) ∇2𝑢𝑚 + (−1)𝑛 ] (x, 𝑡) 𝑢𝑚

+ (−1)𝑛 𝑓 (𝑢2𝑛 + 𝑢2𝑚) 𝑢𝑚 + (−1)𝑛 ℎ𝑚 (x, 𝑡)
− 𝑔 (𝑢2𝑛 + 𝑢2𝑚) 𝑢𝑛,

(9)

in which 𝑛 = 1, 2 and𝑚 = 3 − 𝑛.
Following the wavelet approximations (4) and (8),

the unknown functions 𝑢𝑛(x, 𝑡), nonlinear terms 𝑓(𝑢2𝑛 +𝑢2𝑚)𝑢𝑚(x, 𝑡) and 𝑔(𝑢2𝑛 + 𝑢2𝑚)𝑢𝑛(x, 𝑡), and terms ](x, 𝑡)𝑢𝑚(x, 𝑡)
and ℎ𝑚(x, 𝑡) can be expressed as

𝑢𝑛 (x, 𝑡) ≈ 2𝑗𝑥∑
𝑘0=0

2𝑗𝑦∑
𝑙0=0

2𝑗𝑧∑
𝑚0=0

𝑢𝑛 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) 𝜑𝑗𝑥,𝑘0 (𝑥) 𝜑𝑗𝑦 ,𝑙0 (𝑦) 𝜑𝑗𝑧 ,𝑚0 (𝑧) , (10)

] (x, 𝑡) 𝑢𝑚 (x, 𝑡) ≈ 2𝑗𝑥∑
𝑘0=0

2𝑗𝑦∑
𝑙0=0

2𝑗𝑧∑
𝑚0=0

]( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) 𝑢𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) 𝜑𝑗𝑥 ,𝑘0 (𝑥) 𝜑𝑗𝑦 ,𝑙0 (𝑦) 𝜑𝑗𝑧 ,𝑚0 (𝑧) , (11)

𝑓 (𝑢2𝑛 + 𝑢2𝑚) 𝑢𝑚 (x, 𝑡) ≈ 2𝑗𝑥∑
𝑘0=0

2𝑗𝑦∑
𝑙0=0

2𝑗𝑧∑
𝑚0=0

𝑓[𝑢2𝑛 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) + 𝑢2𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)]
× 𝑢𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) 𝜑𝑗𝑥 ,𝑘0 (𝑥) 𝜑𝑗𝑦 ,𝑙0 (𝑦) 𝜑𝑗𝑧 ,𝑚0 (𝑧) ,

(12)

𝑔 (𝑢2𝑛 + 𝑢2𝑚) 𝑢𝑛 (x, 𝑡) ≈ 2𝑗𝑥∑
𝑘0=0

2𝑗𝑦∑
𝑙0=0

2𝑗𝑧∑
𝑚0=0

𝑔 [𝑢2𝑛 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) + 𝑢2𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)]
× 𝑢𝑛 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) 𝜑𝑗𝑥 ,𝑘0 (𝑥) 𝜑𝑗𝑦 ,𝑙0 (𝑦) 𝜑𝑗𝑧 ,𝑚0 (𝑧) ,

(13)

ℎ𝑚 (x, 𝑡) ≈ 2𝑗𝑥∑
𝑘0=0

2𝑗𝑦∑
𝑙0=0

2𝑗𝑧∑
𝑚0=0

ℎ𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) 𝜑𝑗𝑥 ,𝑘0 (𝑥) 𝜑𝑗𝑦 ,𝑙0 (𝑦) 𝜑𝑗𝑧 ,𝑚0 (𝑧) . (14)

Substituting (10)–(14) into (9), then multiplying both
sides of the resulting equation by 𝜑𝑗𝑥 ,𝑘1(𝑥)𝜑𝑗𝑦 ,𝑙1(𝑦)𝜑𝑗𝑧 ,𝑚1(𝑧), 𝑘1 = 1, 2, . . . , 2𝑗𝑥 − 1, 𝑙1 = 1, 2, . . . , 2𝑗𝑦 − 1, and 𝑚1 =1, 2, . . . , 2𝑗𝑧 − 1, respectively, and performing integration
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over the domain [0, 1]3, one can obtain a series of ordinary
differential equations. Considering boundary conditions (3),
these ordinary differential equations can be written into

𝑑U (𝑡)𝑑𝑡 = 𝑑𝑑𝑡 [U1 (𝑡)
U2 (𝑡)] ≈ G [U (𝑡) , 𝑡]

= [G1 [U1 (𝑡) ,U2 (𝑡) , 𝑡]
G2 [U1 (𝑡) ,U2 (𝑡) , 𝑡]] ,

(15)

G𝑛 = (−1)𝑛 𝛼 (𝑡)A−1BU𝑚 + (−1)𝑛 V ∗ U𝑚

+ (−1)𝑛 𝑓 (U𝑛 ∗ U𝑛 + U𝑚 ∗ U𝑚) ∗ U𝑚

+ (−1)𝑛H𝑚 − 𝑔 (U𝑛 ∗ U𝑛 + U𝑚 ∗ U𝑚)
∗ U𝑛 + A−1C𝑛 (𝑡)

(16)

in which vectors U𝑛(𝑡) = {𝑢𝑛,𝑝(𝑡) = 𝑢𝑛(𝑘0/2𝑗𝑥 , 𝑙0/2𝑗𝑦 , 𝑚0/2𝑗𝑧 ,𝑡)}T, V(𝑡) = {V𝑝(𝑡) = ](𝑘0/2𝑗𝑥 , 𝑙0/2𝑗𝑦 , 𝑚0/2𝑗𝑧 , 𝑡)}T, H𝑚(𝑡) ={ℎ𝑚,𝑝(𝑡) = ℎ𝑚(𝑘0/2𝑗𝑥 , 𝑙0/2𝑗𝑦 , 𝑚0/2𝑗𝑧 , 𝑡)}T, matrices B = {𝑏𝑜𝑝 =Γ𝑗,2
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1,𝑙0

Γ𝑗,0𝑚1𝑚0 + Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,2
𝑙1,𝑙0

Γ𝑗,0𝑚1𝑚0 + Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1,𝑙0

Γ𝑗,2𝑚1𝑚0}, A = {𝑎𝑜𝑝 =Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1,𝑙0

Γ𝑗,0𝑚1𝑚0}, and subscripts 𝑘0, 𝑘1 = 1, 2, . . . , 2𝑗𝑥−1, 𝑙0, 𝑙1 =1, 2, . . . , 2𝑗𝑦 − 1,𝑚0, 𝑚1 = 1, 2, . . . , 2𝑗𝑧 − 1, 𝑜 = (2𝑗𝑧 − 1)[(2𝑗𝑦 −1)(𝑘1 − 1) + 𝑙1 − 1] + 𝑚1, 𝑝 = (2𝑗𝑧 − 1)[(2𝑗𝑦 − 1)(𝑘0 − 1) + 𝑙0−1] +𝑚0, 𝑛 = 1, 2, and𝑚 = 3−𝑛. In (15) and (16), vector opera-
tional rules P∗Q = {𝑝𝑘𝑞𝑘}T and 𝑓(P) = {𝑓(𝑝𝑘)}T will always
hold for vectorsP = {𝑝𝑘}T andQ = {𝑞𝑘}T, and the generalized
connection coefficient Γ𝑗,𝛼

𝑘1 ,𝑘
= ∫1
0
𝑑𝛼𝜑𝑗,𝑘(𝑥)/𝑑𝑥𝛼𝜑𝑗,𝑘1(𝑥)𝑑𝑥

can be exactly and readily obtained without numerical
integral but based on the database independent of the specific
problems [38]. In addition, the vector C𝑛(𝑡) determined by
boundary conditions can be expressed as

C𝑛 (𝑡) = {{{𝑐𝑛,𝑜
= 2𝑗𝑦∑
𝑙0=0

2𝑗𝑧∑
𝑚0=0

[𝜎𝑛,𝑜,1 (𝑙0, 𝑚0, 𝑡) + 𝜔𝑛,𝑜,1 (𝑙0, 𝑚0, 𝑡)]
+ 2𝑗𝑥−1∑
𝑘0=1

2𝑗𝑧−1∑
𝑚0=1

[𝜎𝑛,𝑜,2 (𝑘0, 𝑚0, 𝑡) + 𝜔𝑛,𝑜,2 (𝑘0, 𝑚0, 𝑡)]

+ 2𝑗𝑥−1∑
𝑘0=1

2𝑗𝑦−1∑
𝑙0=1

[𝜎𝑛,𝑜,3 (𝑘0, 𝑙0, 𝑡) + 𝜔𝑛,𝑜,3 (𝑘0, 𝑙0, 𝑡)]}}}
T

(17)

with

𝜎𝑛,𝑜,1 (𝑙0, 𝑚0, 𝑡) = (−1)𝑛 𝛼 (𝑡) 𝑟0𝑛 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)
⋅ (Γ𝑗,2
𝑘1 ,0

Γ𝑗,0
𝑙1,𝑙0

Γ𝑗,0𝑚1 ,𝑚0 + Γ𝑗,0
𝑘1 ,0

Γ𝑗,2
𝑙1,𝑙0

Γ𝑗,0𝑚1 ,𝑚0 + Γ𝑗,0
𝑘1 ,0

Γ𝑗,0
𝑙1,𝑙0

Γ𝑗,2𝑚1,𝑚0)

+ Γ𝑗,0
𝑘1 ,0

Γ𝑗,0
𝑙1 ,𝑙0

Γ𝑗,0𝑚1 ,𝑚0 {(−1)𝑛 ](0, 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)
⋅ 𝑟0𝑚 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) − 𝑑𝑟0𝑛 (𝑙0/2𝑗𝑦 , 𝑚0/2𝑗𝑧 , 𝑡)𝑑𝑡
+ (−1)𝑛 𝑓[𝑟20𝑛 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) + 𝑟20𝑚 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)]
⋅ 𝑟0𝑚 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)
− 𝑔 [𝑟20𝑛 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) + 𝑟20𝑚 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)]
⋅ 𝑟0𝑛 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) + (−1)𝑛 ℎ𝑚 (0, 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)} ,

𝜔𝑛,𝑜,1 (𝑙0, 𝑚0, 𝑡) = (−1)𝑛 𝛼 (𝑡) 𝑠0𝑛 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)
⋅ (Γ𝑗,2
𝑘1 ,2
𝑗𝑥
Γ𝑗,0
𝑙1,𝑙0

Γ𝑗,0𝑚1,𝑚0 + Γ𝑗,0
𝑘1 ,2
𝑗𝑥
Γ𝑗,2
𝑙1,𝑙0

Γ𝑗,0𝑚1 ,𝑚0
+ Γ𝑗,0
𝑘1 ,2
𝑗𝑥
Γ𝑗,0
𝑙1 ,𝑙0

Γ𝑗,2𝑚1 ,𝑚0) + Γ𝑗,0
𝑘1 ,2
𝑗𝑥
Γ𝑗,0
𝑙1 ,𝑙0

Γ𝑗,0𝑚1 ,𝑚0 {(−1)𝑛
⋅ ](1, 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) 𝑠0𝑚 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)
− 𝑑𝑠0𝑛 (𝑙0/2𝑗𝑦 , 𝑚0/2𝑗𝑧 , 𝑡)𝑑𝑡 + (−1)𝑛
⋅ 𝑓 [𝑠20𝑛 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) + 𝑠20𝑚 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)]
⋅ 𝑠0𝑚 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)
− 𝑔 [𝑠20𝑛 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) + 𝑠𝑚0𝑛 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)]
⋅ 𝑠0𝑛 ( 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡) + (−1)𝑛 ℎ𝑚 (1, 𝑙02𝑗𝑦 , 𝑚02𝑗𝑧 , 𝑡)} ,

𝜎𝑛,𝑜,2 (𝑘0, 𝑚0, 𝑡) = (−1)𝑛 𝛼 (𝑡) 𝑟1𝑛 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡)
⋅ (Γ𝑗,2
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1 ,0

Γ𝑗,0𝑚1 ,𝑚0 + Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,2
𝑙1,0

Γ𝑗,0𝑚1 ,𝑚0
+ Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1 ,0

Γ𝑗,2𝑚1 ,𝑚0) + Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1 ,0

Γ𝑗,0𝑚1 ,𝑚0 {(−1)𝑛
⋅ ]( 𝑘02𝑗𝑥 , 0, 𝑚02𝑗𝑧 , 𝑡) 𝑟1𝑚 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡)
− 𝑑𝑟1𝑛 (𝑘0/2𝑗𝑥 , 𝑚0/2𝑗𝑧 , 𝑡)𝑑𝑡 + (−1)𝑛
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⋅ 𝑓 [𝑟21𝑛 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡) + 𝑟21𝑚 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡)]
⋅ 𝑟1𝑚 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡)
− 𝑔 [𝑟21𝑛 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡) + 𝑟21𝑚 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡)]
⋅ 𝑟1𝑛 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡) + (−1)𝑛 ℎ𝑚 ( 𝑘02𝑗𝑥 , 0, 𝑚02𝑗𝑧 , 𝑡)} ,

𝜔𝑛,𝑜,2 (𝑘0, 𝑚0, 𝑡) = (−1)𝑛 𝛼 (𝑡) 𝑠1𝑛 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡)
⋅ (Γ𝑗,2
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1 ,2
𝑗𝑦
Γ𝑗,0𝑚1 ,𝑚0 + Γ𝑗,0

𝑘1 ,𝑘0
Γ𝑗,2
𝑙1 ,2
𝑗𝑦
Γ𝑗,0𝑚1,𝑚0

+ Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1,2
𝑗𝑦
Γ𝑗,2𝑚1 ,𝑚0) + Γ𝑗,0

𝑘1 ,𝑘0
Γ𝑗,0
𝑙1,2
𝑗𝑦
Γ𝑗,0𝑚1 ,𝑚0 {(−1)𝑛

⋅ ]( 𝑘02𝑗𝑥 , 1, 𝑚02𝑗𝑧 , 𝑡) 𝑠1𝑚 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡)
− 𝑑𝑠1𝑛 (𝑘0/2𝑗𝑥 , 𝑚0/2𝑗𝑧 , 𝑡)𝑑𝑡 + (−1)𝑛
⋅ 𝑓 [𝑠21𝑛 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡) + 𝑠21𝑚 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡)]
⋅ 𝑠1𝑚 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡)
− 𝑔 [𝑠21𝑛 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡) + 𝑠21𝑚 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡)]
⋅ 𝑠1𝑛 ( 𝑘02𝑗𝑥 , 𝑚02𝑗𝑧 , 𝑡) + (−1)𝑛 ℎ𝑚 ( 𝑘02𝑗𝑥 , 1, 𝑚02𝑗𝑧 , 𝑡)} ,

𝜎𝑛,𝑜,3 (𝑘0, 𝑙0, 𝑡) = (−1)𝑛 𝛼 (𝑡) 𝑟2𝑛 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡)
⋅ (Γ𝑗,2
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1,𝑙0

Γ𝑗,0𝑚1 ,0
+ Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,2
𝑙1,𝑙0

Γ𝑗,0𝑚1 ,0 + Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1 ,𝑙0

Γ𝑗,2𝑚1 ,0)
+ Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1,𝑙0

Γ𝑗,0𝑚1 ,0 {(−1)𝑛 ]( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 0, 𝑡)
⋅ 𝑟2𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡) − 𝑑𝑟2𝑛 (𝑘0/2𝑗𝑥 , 𝑙0/2𝑗𝑦 , 𝑡)𝑑𝑡
+ (−1)𝑛 𝑓[𝑟22𝑛 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡) + 𝑟22𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡)]
⋅ 𝑟2𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡)
− 𝑔 [𝑟22𝑛 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡) + 𝑟22𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡)]
⋅ 𝑟2𝑛 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡) + (−1)𝑛 ℎ𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 0, 𝑡)} ,

𝜔𝑛,𝑜,3 (𝑘0, 𝑙0, 𝑡) = (−1)𝑛 𝛼 (𝑡) 𝑠2𝑛 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡)
⋅ (Γ𝑗,2
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1 ,𝑙0

Γ𝑗,0
𝑚1 ,2
𝑗𝑧

+ Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,2
𝑙1,𝑙0

Γ𝑗,0
𝑚1 ,2
𝑗𝑧

+ Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1 ,𝑙0

Γ𝑗,2
𝑚1 ,2
𝑗𝑧
) + Γ𝑗,0
𝑘1 ,𝑘0

Γ𝑗,0
𝑙1,𝑙0

Γ𝑗,0
𝑚1 ,2
𝑗𝑧
{(−1)𝑛

⋅ ]( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 1, 𝑡) 𝑠2𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡)
− 𝑑𝑠2𝑛 (𝑘0/2𝑗𝑥 , 𝑙0/2𝑗𝑦 , 𝑡)𝑑𝑡 + (−1)𝑛
⋅ 𝑓 [𝑠22𝑛 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡) + 𝑠22𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡)]
⋅ 𝑠2𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡)
− 𝑔 [𝑠22𝑛 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡) + 𝑠22𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡)]
⋅ 𝑠2𝑛 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 𝑡) + (−1)𝑛 ℎ𝑚 ( 𝑘02𝑗𝑥 , 𝑙02𝑗𝑦 , 1, 𝑡)} .

(18)

Note that in the semidiscretization system (15) of the
three-dimensional generalized nonlinear Schrödinger equa-
tion (1), both of A and B are constant matrices, which are
completely independent of the unknownvectorU(𝑡) and time𝑡. Thus, in subsequent time integration for solving nonlinear
ordinary differential equations (15), no matrix generated
from spatial discretization needs updating, implying that full
decoupling between spatial and temporal discretizations is
achieved in the present wavelet algorithm.

Since the Coiflet scaling function 𝜙(𝑥) holds the orthog-
onality, following definition (5) of wavelet basis 𝜑𝑗,𝑘(𝑥), one
can obtain the relation Γ𝑗,0

𝑙,𝑘
= ∫1
0
𝜑𝑗,𝑙(𝑥)𝜑𝑗,𝑘(𝑥)𝑑𝑥 = 2−𝑗𝛿𝑙,𝑘

for 8 ≤ 𝑙 ≤ 2𝑗 − 10 or 8 ≤ 𝑘 ≤ 2𝑗 − 10. Therefore, when
the decomposition level 𝑗 ≥ 5, the symmetrical matrix A
is almost a diagonal matrix with only (2𝑗 + 113)3 nonzero
elements located in (2𝑗 − 1)6 positions, whose distribution
pattern is shown in Figure 1 when 𝑗 = 6. Thus, the
computational cost for estimating the inverse matrix A−1 of
matrix A is not very high. Moreover, considering the Coiflet
scaling function 𝜙(𝑥) with the compact support [0, 17], there
is the relation Γ𝑗,2

𝑙,𝑘
= 0 for |𝑙−𝑘| ≥ 17.Therefore,B is a banded

matrix with bandwidth 𝑏 = 333 for the decomposition
level 𝑗 ≥ 5. Therefore, the computational complexity of the
proposed wavelet method is acceptable.

Finally, one can obtain an approximate solution of GNSE
(1) by employing a time integration scheme to solve the
nonlinear ordinary differential equations (15). In this study,
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Figure 1: The sparsity pattern of matrix A for 𝑗 = 6.

the classical fourth-order explicit Runge–Kutta method is
adopted, and then we have

K1 = Δ𝑡G [U (𝑡𝑛) , 𝑡𝑛] ,
K2 = Δ𝑡G [U (𝑡𝑛) + K12 , 𝑡𝑛+1/2] ,
K3 = Δ𝑡G [U (𝑡𝑛) + K22 , 𝑡𝑛+1/2] ,
K4 = Δ𝑡G [U (𝑡𝑛) + K3, 𝑡𝑛+1] ,

U (𝑡𝑛+1) = U (𝑡𝑛) + K1 + 2K2 + 2K3 + K46

(19)

in which 𝑡𝑛 = 𝑛Δ𝑡, andΔ𝑡 is the time step. Iteratively applying
(19) and directly using the initial condition (2), one can
obtain the unknown vector U(𝑡𝑛) = {U1(𝑡𝑛),U2(𝑡𝑛)}T at each
time step, which can be used to reconstruct the approximate
solution 𝜓(x, 𝑡) based on scheme (10).

4. Numerical Examples

In this section, we use several numerical examples to demon-
strate the accuracy and applicability of the proposed wavelet
method for solving two- and three-dimensional generalized
nonlinear Schrödinger equations (1).

To effectively evaluate the performance of numerical
solutions, we introduce the error norms 𝐸max and 𝐸2, and the

HOC-ADI-I [18]
HOC-ADI-II [18]
PR-ADI [6, 18]

SD-HOC [10, 18]
L-HOC-ADI [24]
Present
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Figure 2: Error norm 𝐸2 of numerical solutions at 𝑡 = 1 with Δ𝑡 =0.0001 for various𝑁𝑠 for Example 1.

corresponding convergence rates in space𝑅max and𝑅2, which
are, respectively, defined by [9, 18, 20, 23]

𝐸max = max
𝑘

{󵄨󵄨󵄨󵄨𝜓num (x𝑘, 𝑡) − 𝜓exact (x𝑘, 𝑡)󵄨󵄨󵄨󵄨} , (20)

𝐸2 = √∑𝑁𝑘=1 󵄨󵄨󵄨󵄨𝜓num (x𝑘, 𝑡) − 𝜓exact (x𝑘, 𝑡)󵄨󵄨󵄨󵄨2𝑁𝑠 , (21)

𝑅max(2) = ln [𝐸max(2) (𝑁𝑠1)] − ln [𝐸max(2) (𝑁𝑠2)]
ln (𝑁𝑠2/𝑁𝑠1) (22)

in which 𝜓num and 𝜓exact are the numerical and exact
solutions, respectively, and 𝑁𝑠 = 2𝑗 is the number of grid
points in space. To make the convergence rates 𝑅max and 𝑅2
estimated by (22) being spatial convergence rates, a time stepΔ𝑡 small enough to guarantee that the errors mainly come
from the spatial discretization is adopted in the following
computation.

Example 1. Consider the two-dimensional linear Schrö-
dinger equation with trapping potential [6, 10, 18, 24]

i
𝜕𝜓𝜕𝑡 + ∇2𝜓 + [3 − 2 tanh2 (𝑥) − 2 tanh2 (𝑦)] 𝜓 = 0,

x ∈ [0, 1]2 , 𝑡 ≥ 0 (23)

with the initial and boundary conditions extracted from
its exact solution 𝜓(𝑥, 𝑦, 𝑡) = iexp(i𝑡)/[cosh(𝑥)cosh(𝑦)].
Figure 2 shows the error norm 𝐸2 of the present wavelet
solution at time 𝑡 = 1 underΔ𝑡 = 10−4 for various numbers of
grid points in space𝑁𝑠, as well as those obtained by using the
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Table 1: Error norm 𝐸2 of numerical solutions at 𝑡 = 1 with Δ𝑡 =1/25000 for Example 2.

𝑁𝑠 Present HOC-ADI [34]𝐸2 𝑅2 𝐸2 𝑅28 7.10𝐸 − 03 — 1.13𝐸 − 03 —16 1.95𝐸 − 05 8.51 7.38𝐸 − 05 3.9432 2.02𝐸 − 07 6.59 4.74𝐸 − 06 3.9664 3.04𝐸 − 09 6.06 3.00𝐸 − 07 3.98
Peaceman-Rachford alternating direction implicit method
(PR-ADI) [6, 18], semidiscrete high-order compact scheme
(SD-HOC) [10, 18], high-order compact alternating direction
implicitmethod (HOC-ADI) [18], and the linearized compact
alternating direction implicit method (L-HOC-ADI) [24].

Example 2. We consider the two-dimensional cubic nonlin-
ear Schrödinger equation [34]

i
𝜕𝜓𝜕𝑡 + 12∇2𝜓 + 𝜓 − 󵄨󵄨󵄨󵄨𝜓󵄨󵄨󵄨󵄨2 𝜓 = 0, x ∈ [0, 2𝜋]2 , 𝑡 ≥ 0 (24)

subjected to the initial and boundary conditions extracted
from the exact solution 𝜓(𝑥, 𝑦, 𝑡) = exp[i(𝑥 + 𝑦 − 𝑡)]. In
Table 1, we list the error norms 𝐸2 of numerical solutions at
time 𝑡 = 1 under Δ𝑡 = 1/25000 achieved, respectively, from
the proposed wavelet method, and the higher order compact
alternating direction implicit method (HOC-ADI) [34].

Example 3. Consider the two-dimensional Gross-Pitaevskii
Equation [28]

i
𝜕𝜓𝜕𝑡 + ∇2𝜓 + 𝛽 󵄨󵄨󵄨󵄨𝜓󵄨󵄨󵄨󵄨2 𝜓 = 0, x ∈ [0, 2𝜋]2 , 𝑡 ≥ 0 (25)

with 𝛽 = 2, and the initial and Dirichlet boundary conditions
extracted from the exact solution 𝜓(𝑥, 𝑦, 𝑡) = exp{i[𝑥 + 𝑦 −(2 − 𝛽)𝑡]}. Figure 3 shows the error norm 𝐸max of numerical
solutions at time 𝑡 = 1underΔ𝑡 = 0.001 obtained by using the
present wavelet method, the fourth-order nonlinear compact
and energy conservative difference scheme (FONCECD)
[28], and the fourth-order linearized compact and energy
conservative difference scheme (FOLCECD) [28].

Example 4. We consider the two-dimensional nonlinear
Schrödinger equation [9, 23, 24, 34].

i
𝜕𝜓𝜕𝑡 + 12∇2𝜓 − [1 − sin2 (𝑥) sin2 (𝑦)] 𝜓 − 󵄨󵄨󵄨󵄨𝜓󵄨󵄨󵄨󵄨2 𝜓 = 0,

x ∈ [0, 2𝜋]2 , 𝑡 ≥ 0
𝜓 (0, 𝑦, 𝑡) = 𝜓 (2𝜋, 𝑦, 𝑡) = 𝜓 (𝑥, 0, 𝑡) = 𝜓 (𝑥, 2𝜋, 𝑡)

= 0,
𝜓 (𝑥, 𝑦, 0) = sin (𝑥) sin (𝑦)

(26)

which has the exact solution 𝜓(𝑥, 𝑦, 𝑡) =
sin(𝑥)sin(𝑦)exp(−2i𝑡). Figure 4 plots the error norms of
the present wavelet solutions with Δ𝑡 = 1/5000 as a function

FONCECD [28]
FOLCECD [28]
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Figure 3: Error norm 𝐸max of numerical solutions at 𝑡 = 1 withΔ𝑡 = 0.001 for various𝑁𝑠 for Example 3.

of the number of grid points in space 𝑁𝑠, as well as those
obtained by using the split-step finite difference method
(SSFD) [9], HOC-ADI [23, 34], linearized alternating
direction implicit scheme (L-ADI) [24], L-HOC-ADI [24],
and CCD-PRADI [34].

Example 5. Consider the two-dimensional nonlinear
Schrödinger equation with damping

i
𝜕𝜓𝜕𝑡 + 12∇2𝜓 + (1 + 𝑒−2𝑡) 𝜓 − 󵄨󵄨󵄨󵄨𝜓󵄨󵄨󵄨󵄨2 𝜓 + i𝜓 = 0,

x ∈ [0, 2𝜋]2 , 𝑡 ≥ 0 (27)

subjected to the initial and boundary conditions extracted
from the exact solution 𝜓(𝑥, 𝑦, 𝑡) = exp[i(𝑥 + 𝑦) − 𝑡]. The
error norms of the present wavelet solutions at time 𝑡 = 1 and
3 under various space-time meshes are listed in Table 2.

Example 6. Consider the following two-dimensional nonlin-
ear Schrödinger

i
𝜕𝜓𝜕𝑡 + 12∇2𝜓 + [󵄨󵄨󵄨󵄨𝜓󵄨󵄨󵄨󵄨4 − 󵄨󵄨󵄨󵄨𝜓󵄨󵄨󵄨󵄨2] 𝜓

+ [−sin4 (𝑥 + 𝑦) + sin2 (𝑥 + 𝑦)] 𝜓 = 0,
x ∈ [0, 𝜋]2 , 𝑡 ≥ 0

(28)

with the initial condition and boundary condition extracted
from the exact solution𝜓(𝑥, 𝑦, 𝑡) = sin(𝑥+𝑦)exp(−i𝑡). Table 3
shows the spatial convergence of the presentwavelet solutions
at time 𝑡 = 1 and 3.
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Table 2: Error norms of wavelet solutions at 𝑡 = 1 and 3 with Δ𝑡 = 0.001 for Example 5.

𝑁𝑠 𝑡 = 1 𝑡 = 3𝐸max 𝑅max 𝐸2 𝑅2 𝐸max 𝑅max 𝐸2 𝑅28 5.82𝑒 − 03 — 2.94𝑒 − 03 — 8.63𝑒 − 04 — 4.35𝑒 − 04 —16 2.59𝑒 − 05 7.81 9.01𝑒 − 06 8.35 3.84𝑒 − 06 7.81 1.39𝑒 − 06 8.2932 2.37𝑒 − 07 6.78 8.42𝑒 − 08 6.74 7.54𝑒 − 08 5.67 1.56𝑒 − 08 6.4764 3.82𝑒 − 09 5.95 1.04𝑒 − 09 6.34 6.05𝑒 − 10 6.96 1.56𝑒 − 10 6.65

L-ADI [24]
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Figure 4: Error norm of numerical solutions at 𝑡 = 1 (a) and 2 (b) with Δ𝑡 = 0.0002 for various𝑁𝑠 for Example 4.

Example 7. We consider the three-dimensional nonlinear
Schrödinger equation [9].

i
𝜕𝜓𝜕𝑡 + 12∇2𝜓 − [1 − sin2 (𝑥) sin2 (𝑦) sin2 (𝑧)] 𝜓

− 󵄨󵄨󵄨󵄨𝜓󵄨󵄨󵄨󵄨2 𝜓 = 0, x ∈ [0, 2𝜋]3 , 𝑡 ≥ 0,
𝜓 (0, 𝑦, 𝑧, 𝑡) = 𝜓 (2𝜋, 𝑦, 𝑧, 𝑡) = 𝜓 (𝑥, 0, 𝑧, 𝑡)

= 𝜓 (𝑥, 2𝜋, 𝑧, 𝑡) = 0,
𝜓 (𝑥, 𝑦, 0, 𝑡) = 𝜓 (𝑥, 𝑦, 2𝜋, 𝑡) = 0,
𝜓 (𝑥, 𝑦, 𝑧, 0) = sin (𝑥) sin (𝑦) sin (𝑧)

(29)

whose exact solution is 𝜓(𝑥, 𝑦, 𝑧, 𝑡) =
sin(𝑥)sin(𝑦)sin(𝑧)exp(−i5𝑡/2). In Table 4, we make a
comparison of the error norm 𝐸max between the present
wavelet solutions and those achieved from SSFD [9].

It can be seen from Tables 1–4 and Figures 2–4 that
the proposed space-time fully decoupled wavelet Galerkin

method has a good accuracy, efficiency, and stability. More-
over, these results also demonstrate that its order of conver-
gence in space can go up to 6. In addition, we can see from the
comparisons shown in Figures 2–4 and Tables 1–4 that when
a relatively finemesh is adopted, the present wavelet solutions
have a much better numerical accuracy than those obtained
by many other existing numerical methods, including PR-
ADI [6, 18], SD-HOC [10, 18], HOC-ADI [18, 23, 34], L-HOC-
ADI [24], FONCECD [28], FOLCECD [28], SSFD [9], and
L-ADI [24].

5. Conclusion

In this study, we introduced a sampling approximation for a
function defined on a three-dimensional domain by combin-
ing Coiflet-type wavelet expansion and technique of bound-
ary extension. On the basis of such a wavelet approximation,
a space-time fully decoupled wavelet Galerkin is proposed to
solve uniformly the multidimensional generalized nonlinear
Schrödinger equation with damping, in which all matrices
generated from the spatial discretization of nonlinear partial
differential equations are completely independent of time
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Table 3: Error norms of wavelet solutions at 𝑡 = 1 and 3 with Δ𝑡 = 0.0005 for Example 6.

𝑁𝑠 𝑡 = 1 𝑡 = 3𝐸max 𝑅max 𝐸2 𝑅2 𝐸max 𝑅max 𝐸2 𝑅28 6.84𝑒 − 04 — 3.70𝑒 − 04 — 1.32𝑒 − 03 — 7.71𝑒 − 04 —16 1.20𝑒 − 06 9.15 4.82𝑒 − 07 9.58 3.59𝑒 − 06 8.52 1.48𝑒 − 06 9.0332 1.43𝑒 − 08 6.39 7.02𝑒 − 09 6.10 4.74𝑒 − 08 6.24 2.22𝑒 − 08 6.0664 3.38𝑒 − 10 5.40 1.14𝑒 − 10 5.94 6.56𝑒 − 10 6.18 2.79𝑒 − 10 6.31
Table 4: Error norm 𝐸max and convergence rate 𝑅max of numerical
solutions at 𝑡 = 2 for Example 7.

𝑁𝑠 Present (Δ𝑡 = 0.0002) SSFD (Δ𝑡 = 0.0001) [9]𝐸max 𝑅max 𝐸max 𝑅max8 1.28𝐸 − 02 — 8.40𝐸 − 01 —16 4.56𝐸 − 05 8.13 2.13𝐸 − 01 1.9832 1.44𝐸 − 07 8.31 5.36𝐸 − 02 1.9964 — — 1.34𝐸 − 02 2.00128 — — 3.35𝐸 − 03 2.00
and need not be updated in the time integration. By solving
seven widely considered test problems, the present wavelet
algorithm shows considerably high precision and fast con-
vergence rate in space compared with many other existing
numerical methods.
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