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A method for classification of the tunnel wall rock is established based on the rough set theory and unascertained measurement
theory. The saturated uniaxial compressive strength, rock mass integrity index, structural surface condition, seepage measurement
of groundwater, and the angle between the hole axis andmain structural surface are selected as the evaluation indexes.The problem
of weight coefficients for these evaluation indexes is converted into that of significance estimating on the attributes in the rough set
theory. The proposed method is verified by the wall rock data of Yuanyanghui tunnel. The results show that the proposed method
has an excellent performance in good agreement with the practical situation of wall rock and is feasible to classify the wall rock.
Finally, the proposed method is applied to Xihualing tunnel of Zhu-Yong Expressway. The results are basically the same as those
from Delphi-ideal point method, set pair analysis method, and the actual situation, which proves that the rough set theory and
unascertained measurement theory are effective for classification of the wall rock.

1. Introduction

Reasonable classification of the wall rock plays an important
role in guiding the construction of the tunnel and is an also
important basis for evaluating the stability of the wall rock
and selecting suitable support. However, due to the complex-
ity of the engineering geological conditions in the tunnel, the
classification of the wall rock is always not accurate enough,
leading to a certain difference with the actual rock grade.
These problems result in the changes in the design during
the tunnel construction and seriously affect the construction
progress. Therefore, it is of great significance to develop an
accurate and simple classification method for wall rock.

In the tunnel construction, the wall rock of the construc-
tion area should be classified and its quality also be evaluated.
At present, there are many kinds of rock quality evaluation
methods including traditional methods (RQD method [1],
RMRmethod [2], RMi method [3, 4], etc.) and newmethods
(fuzzy theory [5], artificial neural networks [6, 7], extension
theory [8], fractal theory [9], etc.). The above methods and
theory have been introduced into the study of tunnel rock
classification and some achievements have been achieved.

However, each theory or method has its own characteristics
and shortcomings; it cannot well serve the actual tunnel
construction. Therefore, it is necessary to explore the new
method of classification of wall rock.

In 1990, Wang [10] proposed the unascertained informa-
tion theory, which is different from the fuzzy information [11],
random information [12], and grey information [13]. On this
basis, Liu and Lin et al. [14, 15] established the unascertained
measurement evaluation model and obtained satisfactory
results by using themodel to evaluate the reliability of an elec-
tricity supply system. Since then, the theory and evaluation
model have been widely applied in many diverse fields. Par-
sons and Wen [16] used unascertained measurement theory
to create an evaluation method to determine the condition
of cement concrete pavement. Yao [17] applied unascertained
theory andblindnumber theory in describing the uncertainty
of the mechanical system failure process to help develop
appropriate design validation and verification program for
reliability assessment. Zhou [18] established an UM theory of
blastability of rock mass predictions on the basis of unascer-
tained measurement theory, and the model can provide an
effective and credible method for estimation the blastability
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of rockmass. An unascertainedmeasurementmodel of water
and mud inrush risk evaluation is established founded on
unascertainedmeasurement theory, and the results show that
the evaluation results agree well with practical construction
situation [19].

In 1982, Pawlak [20] proposed rough set theory, which
is a mathematical tool for dealing with fuzzy and uncertain
knowledge. The main idea is based on indiscernibility rela-
tions that the obtained information is used to describe in-
distinguishability of objects. On the basis, Pawlak and Grzy-
mala-Busse [21, 22] et al. discussed and analyzed in greater
detail in their papers. Beaubouef [23] used the model based
on intuitionistic and rough set developed here is applied to
databases, which provided greater management of uncer-
tainty for databases applications in a less than certain world.
Yasdi [24] utilized the method combining rough set theory
and neural network to study the uncertainty and imprecise
information, which improved the efficiency of classification.
Zhang [8] established a relation data model about tunnel wall
rock evaluation based on rough set theory and extension
theory.

Although the rough set theory and unascertained mea-
surement theory have been successfully applied in many
fields, the method which combined the two theories is rarely
used. The purpose of the present paper is to introduce the
method combining rough set theory and unascertained
measurement theory to classify the wall rock. Therefore, the
remainder of this paper is organized as follows. In Section 1,
the method combining rough set theory and unascertained
measurement theory is presented, whose evaluation process
is described in detail. In Section 2, the method is applied to
the classification of the wall rock and verified with the mea-
sured samples. In Section 3, a comparison study is performed
based on various evaluation methods and the classification
of the wall rock for the Xihualing tunnel of Zhu-Yong
Expressway in China.

2. Rough Set Theory and Unascertained
Measurement Theory

2.1. Rough Set Theory. As a mathematical method, rough set
theory is proposed to deal with incomplete and uncertain
data. The main idea is based on indiscernibility relations that
describe indistinguishability of objects.The theory focuses on
the knowledge that can be approximated from the data [20–
22]. The parameters most commonly found in the rough set
theory are shown below.

Set the pair K=(U,R) as the knowledge base, where U
is called the universe, which is finite and nonempty, and R
is called the nonempty set of attributes. [𝑥]𝑅 denotes the
equivalence class of R containing an element x of U. 𝑋 ⊆ 𝑈,𝑅𝑋 = {𝑥 ∈ 𝑈 | [𝑥]𝑅 ⊆ 𝑋}, and 𝑅𝑋 = {𝑥 ∈ 𝑈 | [𝑥]𝑅 ∩ 𝑋 ∉⌀} are defined as the lower approximation and the upper
approximation of X, respectively.

Let P and Q be subsets of condition attribute C and
decision attribute D, respectively; then

𝐾 = 𝛾𝑃 (𝑄) = 1|𝑈|
𝑚∑
𝑖=1

𝛾𝑃 (𝑄𝑖) (1)

where |𝑈| represents the number of elements in U. The
dependency degree of the decision set on the condition set
is the value of K. If K=1, Q is entirely dependent on P.
Conversely, if K=0, Q is completely independent of P.

In the decision table, different attributes have different
importance. To find out the importance of certain attributes,
some attributes are removed from the decision table, and
then the classification changes without these attributes are
analyzed. If the corresponding classification changes greatly
when an attribute is removed, then the importance of this
attribute is high.Therefore, the condition attribute 𝐶𝑖 defines
the importance of the decision attribute D as

𝛾𝐶−𝐶𝑖 (𝐷) = 1|𝑈|
𝑚∑
𝑖=1

𝛾𝐶−𝐶𝑖 (𝐷𝑖)
𝜎𝐶𝐷 (𝐶𝑖) = 𝛾𝐶 (𝐷) − 𝛾𝐶−𝐶𝑖 (𝐷)

(2)

where 𝛾𝐶(𝐷) is called the dependency degree.
When calculating the weights of evaluation indexes, the

evaluation indexes are used as the condition attribute set, and
the decision results are taken as the decision attribute set.The
dependency degree of the decision set on the condition set
is used to determine the weights. The main procedure is as
follows.

(1) Construction of initial decision table.
(2) Samples screening: the screening principles are as

follows. A If the sample information and evaluation system
are contradictory, then the sample is removed. B If the
condition attributes of multiple samples are the same but the
decision attributes are different, then the samples with good
compatibility can be retained. C If the condition attributes
and decision attributes of different samples are the same, the
samples can be merged to retain one.

(3) Reduction of the evaluation indexes: it is to remove
irrelevant and redundant knowledge with maintaining the
classification ability of the knowledge base and to obtain the
optimal condition attributes.

(4) Construction for optimal attribute of decision table
and the weight 𝜔i can be calculated by (3).

𝜔𝑖 = 𝛾𝐶 (𝐷) − 𝛾𝐶−𝐶𝑖 (𝐷)∑𝑚𝑖=1 [𝛾𝐶 (𝐷) − 𝛾𝐶−𝐶𝑖 (𝐷)] (3)

2.2. UnascertainedMeasurementTheory. Since the concept of
the unascertained information is proposed, much work has
been done by many scholars, which makes the unascertained
information a systematic theory and method [10, 14]. The
theory is used to describe the incomplete information and
refers to the decision-making-demanded information. The
parameters most commonly found in the unascertained
measurement theory are briefly discussed below.

(1) Unascertained Set. Unascertained set is a collection of all
unascertained numbers and plays an important role in the
study of unascertained mathematical theory, written 𝐼[0,1] ={{[𝑎, 𝑏], 𝐹(𝑥)}|𝑎 ≥ 0, 𝑎 ≤ 𝑏 ≤ 1|}. Suppose that N is an
unascertained subset of discourse domain U, and N is used
to characterize the mapping of a membership function. The
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mapping relationship can be written as 𝜇 : 𝑈 → 𝐼[0,1], 𝑢 →𝜇(𝑢) ∈ 𝐼[0,1], 𝑢 ∈ 𝑈, 𝜇(𝑢) is called the membership degree of
u to N, written𝑁𝜇(𝑢).
(2) Measurable Space. Measurable space is a space composed
of the property domain and its topology on the domain,
written (F, E). Suppose that {𝐹1, 𝐹2, 𝐹3, ⋅ ⋅ ⋅ } is a division of F,
and let

𝐸 = {{{
𝐸𝑖 | 𝐸𝑖 = 𝑖⋃

𝑗=1

𝐹𝑗, 𝐹𝑗 ∈ {⌀, 𝐹1, 𝐹2, ⋅ ⋅ ⋅ , 𝐹𝑘} , 1 ≤ 𝑖

≤ 𝑘}}}

(4)

where E is the topology of F, and F is the property domain on
U. F satisfies 𝐹𝑖 ∩ 𝐹𝑗 = ⌀, 𝑖 = 𝑗 and⋃𝑖=1 𝐹𝑖 = 𝐹.
(3) Unascertained Measurement. When 𝑢 ∈ 𝑈,𝐴 ∈ 𝐸, the
existence mapping umakes 𝜇𝐴(𝑢) satisfy (5)-(7).

0 ≤ 𝜇𝐴 (𝑢) ≤ 1, ∀𝑢 ∈ 𝑈, 𝐴 ∈ 𝐸 (5)

𝜇𝐹 (𝑈) = 1 (6)

𝜇⋃
𝑖
𝐴𝑖
(𝑢) = ∑

𝑖

𝜇𝐴𝑖 (𝑢) , 𝐴 𝑖 ∈ 𝐸, 𝐴 𝑖 ∩ 𝐴𝑗 = ⌀ (𝑖 ̸= 𝑗) (7)

where 𝜇𝐴(𝑢) is called unascertained measurement in the
measurable space.

(4) Unascertained Measurement of Single Index. Set 𝑥1,𝑥2, ⋅ ⋅ ⋅ , 𝑥𝑛 as n evaluation objects of the pending evaluation,
and the evaluation object set is 𝑋 = {𝑥1, 𝑥2, ⋅ ⋅ ⋅ , 𝑥𝑛}. Each
evaluation object 𝑥𝑖 (i= 1, 2,..., n) has m evaluation indexes𝐼1, 𝐼2, ⋅ ⋅ ⋅ , 𝐼𝑚 and 𝐼 = {𝐼1, 𝐼2, ⋅ ⋅ ⋅ , 𝐼𝑚}, which is the evaluation
index set.Then xij is expressed as am dimensional vector 𝑥𝑖 ={𝑥𝑖1, 𝑥𝑖2, ⋅ ⋅ ⋅ , 𝑥𝑖𝑚}. Set 𝑐𝑘 (k= 1, 2,..., p) as the k-th evaluation
grade, and the grade of the k-th is superior to (k+1)-th, which
is denoted as 𝑐𝑘 > 𝑐𝑘+1. If {𝑐1, 𝑐2, ⋅ ⋅ ⋅ , 𝑐𝑝} satisfies 𝑐1 > 𝑐2 >⋅ ⋅ ⋅ > 𝑐𝑝, then {𝑐1, 𝑐2, ⋅ ⋅ ⋅ , 𝑐𝑝} is called ordinal classification of
the evaluation index set U.

Let 𝜇𝑖𝑗𝑘 = 𝜇(𝑥𝑖𝑗 ∈ 𝑐𝑘) to express the degree that xij belongs
to k-th evaluation grade of 𝑐𝑘, and 𝜇 satisfies the flowing
conditions:

0 ≤ 𝜇 (𝑥𝑖𝑗 ∈ 𝑐𝑘) ≤ 1
(𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑛, 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑚, 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑝) (8)

𝜇 (𝑥𝑖𝑗 ∈ 𝑈) = 1
(𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑛, 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑚) (9)

𝜇(𝑥𝑖𝑗 ∈ 𝑘⋃
𝑙=1

𝑐𝑙) = 𝑘∑
𝑙=1

𝜇 (𝑥𝑖𝑗 ∈ 𝑐𝑙) (𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑝) (10)

where (8)-(10) are, respectively, called “nonnegative bound-
edness”, “normalization,” and “additivity” of 𝜇 in the evalua-
tion set.
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Figure 1: Unascertained measurement function graph of straight-
line type.

Then 𝜇 is called unascertained measurement and the
matrix 𝜇𝑖𝑗𝑘 can be written as

(𝜇𝑖𝑗𝑘)𝑚×𝑝 =
[[[[[[[
[

𝜇𝑖11 𝜇𝑖12 ⋅ ⋅ ⋅ 𝜇𝑖1𝑝𝜇𝑖21 𝜇𝑖22 ⋅ ⋅ ⋅ 𝜇𝑖2𝑝... ... d
...

𝜇𝑖𝑚1 𝜇𝑖𝑚2 ⋅ ⋅ ⋅ 𝜇𝑖𝑚𝑝

]]]]]]]
]

(11)

When “uncertainty” is described by the unascertained set,
the key is to construct a rational function of the single index
measurement. Normally, there are four common kinds for the
construction type of single index function, such as straight-
line type, para-curve type, sine curve type, and exponential
curve type. Among the types, the straight-line type is the
most widely used and simplest unascertained measurement
function, so the function of the straight-line type is adopted
to calculate the parameters in the present study.The function
graph of straight-line type is shown in Figure 1.

The expression for the corresponding index function in
the interval [𝑎𝑖, 𝑎𝑖+1] is

𝑦𝑖 (𝑥) = {{{
−𝑥𝑎𝑖+1 − 𝑎𝑖 +

𝑎𝑖+1𝑎𝑖+1 − 𝑎𝑖 , 𝑎𝑖 < 𝑥 ≤ 𝑎𝑖+1
0, 𝑥 > 𝑎𝑖+1

𝑦𝑖+1 (𝑥) = {{{{{
0, 𝑥 ≤ 𝑎𝑖𝑥𝑎𝑖+1 − 𝑎𝑖 −

𝑎𝑖𝑎𝑖+1 − 𝑎𝑖 , 𝑎𝑖 < 𝑥 ≤ 𝑎𝑖+1
(12)

(5)Multi-IndexUnascertainedMeasurement.Thedependence
of unascertained measurement theory on each evaluation
index is different. Suppose that the evaluation index weight𝑤𝑖𝑗 (0 ≤ 𝑤𝑖𝑗 ≤ 1,∑𝑚𝑗=1 𝑤𝑖𝑗 = 1) is the relative important extent
of evaluation index Ij compared with other indexes, which
reflects the importance of single index in thewhole evaluation
index set. Then 𝑤𝑖𝑗 is called the weight of Ij.

Parameter 𝜇𝑖𝑗𝑘 is denoted as the degree of the assessment
object belonging to the k-th evaluation grade and defined as

𝜇𝑖𝑘 = 𝑚∑
𝑗=1

𝑤𝑖𝑗𝜇𝑖𝑗𝑘, (𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑛; 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑝) (13)
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Table 1: Classification criteria of the structural surface.

Structural surface condition Value
Thickness of soft rock strata > 5mm, joint width > 5mm and joint is continuous 0∼2
Joint surface is smooth or thickness soft rock strata < 5mm, joint opening width is 1∼5mm and joint is continuous 2∼4
Joint surface is a little rough, joint width < 1mm and rock of joint surface is weak 4∼7
Joint surface is a little rough, joint width < 1mm and rock of joint surface is hard 7∼9
Joint surface is very rough, joint width is zero, rock of joint surface is hard, the joint surface is discontinuous 9∼10

Table 2: Classification criteria of the wall rock quality.

Grade 𝜎𝑐/MPa 𝐾V 𝑆S W/[L⋅(min⋅10m)-1] 𝜃/∘
I 300∼250 1.0∼0.75 10∼9 0∼5 90∼80
II 250∼100 0.75∼0.55 9∼7 5∼10 80∼70
III 100∼50 0.55∼0.35 7∼4 10∼25 70∼30
IV 50∼25 0.35∼0.15 4∼2 25∼125 30∼10
V 25∼1 0.15∼0 2∼0 125∼300 10∼0

where 𝜇𝑖𝑘 satisfies 0 ≤ 𝜇𝑖𝑘 ≤ 1 and ∑𝑝𝑘=1 𝜇𝑖𝑘 = 1. 𝜇𝑖𝑘 =(𝜇𝑖1, 𝜇𝑖2, ⋅ ⋅ ⋅ , 𝜇𝑖𝑝) is called multi-index measurement evalua-
tion vector of the evaluation object xi.

(6) Evaluation Criterion. It is necessary to adopt the credible
degree recognition criteria to analyze the evaluation object. 𝜆
is set as credible degree, whose range of values is 0.5 ≤ 𝜆 ≤ 1.
If the evaluation index set U satisfies 𝑐1 > 𝑐2 > ⋅ ⋅ ⋅ > 𝑐𝑝, let

𝑘0 = min{𝑘 : 𝑘∑
𝑙=1

𝜇𝑖𝑙 ≥ 𝜆, 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑝} (14)

Based on the above six steps, it is judged that evaluation object
xi belongs to the k0-th evaluation grade.

2.3. Evaluation Process of RS Theory and UM Theory. The
evaluation process of rough set theory and unascertained
measurement theory is depicted in Figure 2. Firstly, the
evaluation system is constructed based on the rough set
theory and unascertained measurement theory. Secondly, by
using the measured data of the wall rock samples, the single
index measurement function and measurement evaluation
matrix are established. Then, according to (3), the weights of
each evaluation index are obtained by significance estimating
on the attributes in the rough set theory. Finally, the multi-
index measurement evaluation vector is calculated, and the
wall rock grade is identified according to the credible degree
recognition criteria.

3. RS Theory and UM Theory for Quality
Evaluation of Tunnel Wall Rock

3.1. Evaluation Index System of TunnelWall RockQuality. The
geological conditions of tunnel engineering are complex and
changeable, which is influenced by many factors. The wall
rock quality depends on not only the physical andmechanical
properties of the wall rock, but also the external engineering
geological factors such as groundwater. On the basis of
relevant research results [8, 9, 25, 26], a comprehensive

Determine the evaluation indexes 
and classification criteria

Construct of the single index 
measurement function and 

measurement evaluation matrix

Calculation of the weight 
for evaluation index

Calculation of the multi-index
measurement evaluation vector

Evaluation criterion and 
identify wall rock grade

Figure 2: The evaluation process of RS theory and UM theory.

evaluation index system is established, which takes saturated
uniaxial compressive strength 𝜎𝑐, rock mass integrity index𝐾V, structural surface condition 𝑆S, seepage measurement
of groundwater W, and the angle between the hole axis
and main structural surface 𝜃 as the evaluation indexes.
The wall rock grade is divided into five grades, and its
evaluation index set is {𝐶1, 𝐶2, 𝐶3, 𝐶4, 𝐶5} = {I, II, III, IV,V}.
Since structural surface condition is a qualitative index, it is
converted into semiquantitative index by assignmentmethod
whose corresponding assignment is listed in Table 1. The
classification criteria of wall rock quality are shown inTable 2.

In this paper, 25 measured wall rock data (𝑥1, 𝑥2,...,𝑥25) are chosen as the samples to test the feasibility of rock
classification based on rough set theory and unascertained
measurement theory.Themeasuredwall rock samples belong
to Yuanyanghui tunnel, which is located in Shanyin-Pinglu
section of Rong-Wu Expressway and is a separated tunnel
with four lanes. The evaluation method is applied to evaluate
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Table 3: Raw data of the rock samples.

Sample 𝜎𝑐/MPa 𝐾V 𝑆S W/[L⋅(min⋅10m)-1] 𝜃/∘ Actual rock grade
1 62 0.35 1.5 5.3 10 IV
2 72 0.19 9.0 7.4 87 IV
3 65 0.32 9.3 11 17 III
4 61 0.34 2.5 5.2 46 IV
5 73 0.77 9.1 7.8 63 II
6 37 0.42 6.7 7.5 77 IV
7 58 0.28 5.8 2.0 42 III
8 61 0.35 9.0 7.1 25 III
9 65 0.34 2.5 4.6 67 III
10 52 0.32 9.6 6.0 86 III
11 67 0.27 8.2 0 58 III
12 63 0.33 9.6 8.7 24 III
13 28 0.20 7.5 5.8 65 IV
14 58 0.28 9.5 15.9 16 III
15 36 0.25 3.8 5.9 83 IV
16 28 0.28 3.5 6.2 82 IV
17 82 0.24 9.3 7.4 19 III
18 34 0.31 4.0 0 7 IV
19 26 0.32 3.3 0 14 IV
20 27 0.58 1.5 11.4 36 III
21 46 0.21 2.5 8.3 82 IV
22 33 0.42 5.7 5.2 82 III
23 12 0.17 1.5 5.1 67 V
24 6 0.21 1.7 6.4 53 V
25 7 0.13 3.3 5.9 46 V

the wall rock grade.The raw data of the wall rock samples are
listed in Table 3.

3.2. Construction of the Single Index Measurement Function.
On the basis of the straight-line type function and classifica-
tion criteria of structural surface (Table 1), the single index
measurement functions are constructed to get the unascer-
tainedmeasurement value of the evaluation index. According
to the classification criteria in Table 2 and taking sample 1
as an example, the single index measurement function of
saturated uniaxial compressive strength, rock mass integrity
index, structural surface condition, groundwater seepage, the
angle between the hole axis, and main structural surface are
shown in Figure 3.

The values of evaluation indexes for sample 1 in
Table 3 are substituted into the corresponding unascertained
measurement functions in Figure 2. Thus, the measure-
ment evaluation matrix of single index can be obtained
in

(𝜇1𝑗𝑘)5×5 =
[[[[[[[[
[

0 0 0.65 0.35 0
0 0 0.5 0.5 0
0 0 0 0 1
0.56 0.44 0 0 0
0 0 0 0 1

]]]]]]]]
]

(15)

3.3. Calculation of the Weight for Evaluation Index. (1) The
initial decision table is constructed according to the evalua-
tion criteria of the wall rock quality and the raw data of the
rock samples. The evaluation indexes and actual rock grade
are taken as the condition attribute set and decision attribute
set, respectively. The initial decision table for evaluation
indexes of wall rock quality is established in Table 4.

(2) The samples in the initial decision table are screened
according to the screening principles. According to the
principle A, x6 is removed. Because the decision attributes
of x2 and x10 are different, let x10 be retained based on the
principleB. In the initial decision table, x3=x14, x8=x12=x17,
x15=x21, x23=x24, which mean that the condition attributes
and decision attributes of multiple samples are the same, so
x3, x8, x15, and x23 are retained according to the principleC.

(3) After the attributes of the decision table are reduced,
the redundancy condition attribute is not found.That is to say,
saturated uniaxial compressive strength, rock mass integrity
index, structural surface condition, groundwater seepage,
and the angle between the hole axis and the main structural
surface are core attributes.

After data processing, the optimal attribute of decision
table for evaluation indexes of wall rock quality is obtained.
The optimal attribute of decision table is 18 rows and 6
columns, which is listed in Table 5.

(4) Calculation of the weight for each evaluation index:
firstly, according to (1), K=𝛾𝑐(D)=0.9 can be obtained by
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Figure 3: Unascertained measurement function of evaluation indexes.

calculating the optimal attribute of decision table, which
indicates that the decision attribute D depends on the
condition attributeC. Secondly, for each evaluation index, the
dependency degree 𝛾𝐶−𝐶𝑖(𝐷) of the decision attribute D on
the condition attribute C-Ci can be obtained by (2). 𝛾𝐶−𝐶𝑖(𝐷)
of the evaluation indexes 𝜎𝑐,𝐾V, 𝑆S,W, and 𝜃 are 0.658, 0.718,
0.718, 0.823, and 0.833, respectively. Thirdly, the importance
of the evaluation indexes in the indexes set can be got based
on (2). Then, 𝜎𝐶𝐷(𝐶𝑖) of the evaluation indexes 𝜎𝑐, 𝐾V, 𝑆S,
W, and 𝜃 are 0.242, 0.182, 0.182, 0.077, and 0.067, respectively.
Finally, (2) and (3) yield the weights of the evaluation index
and the weight 𝜔𝑖 = (0.242/(0.242 + 0.182 + 0.182 + 0.077 +0.067)) = 0.323 for evaluation index 𝜎𝑐. Similarly, the weights
of𝐾V, 𝑆S,W, and 𝜃 are 0.243, 0.243, 0.102, and 0.089.

3.4. Calculation of the Multi-Index Measurement Evaluation
Vector. For sample 1, the weights are obtained on the above
calculation. The multi-index measurement evaluation vector
of sample 1 can be obtained according to the single index
evaluation matrix (12) and (13), which is {0.057, 0.045, 0.331,0.235, 0.332}. Similarly, the multi-index measurement evalu-
ation vector of other samples can also be obtained.

3.5. Evaluation Criterion. Credible degree recognition is per-
formed using (14) and multi-index measurement evaluation

vector of sample 1. Here, 𝜆 is set as 0.6, k0=0.057+0.045+
0.331+0.235=0.668>𝜆=0.6. Therefore, the wall rock grade of
the sample 1 belongs to grade IV. Similarly, the rock grade of
other samples can be obtained, and the evaluation results are
listed in Table 6.

From the analysis of evaluation results, the results of
the wall rock quality using the evaluation method based on
rough set theory and unascertained measurement theory are
basically the same as these of the actual rock grade. However,
the rock grade of sample 9 is classified inaccurately as grade
IV. The reason may be that the actual rock grade is between
grade III and grade IV. So the evaluation method determines
the grade of sample 9 as a low-grade wall rock, which is
allowed from the view of construction safety. Thus, the
evaluation method of wall rock quality based on rough set
theory and unascertained measurement theory has a high
accuracy, which is feasible for determination of wall rock
quality.

4. Engineering Application

Reasonable classification of the wall rock plays an important
role in guiding the design and construction of the tunnel and
can serve as an important basis for evaluating the stability
of the wall rock. To test the accuracy of the rock quality
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Table 4: Initial decision table for evaluation indexes of wall rock quality.

Sample Rock grade determined by individual evaluation indexes Actual rock
grade𝜎𝑐 𝐾V 𝑆S 𝑊 𝜃

1 III IV V II V IV
2 III IV I II I IV
3 III IV I III IV III
4 III IV IV II III IV
5 III I I II III II
6 IV III III III II IV
7 III IV III I III III
8 III IV I II IV III
9 III IV IV I III III
10 III IV I II I III
11 III IV II I III III
12 III IV I II IV III
13 IV IV II II III IV
14 III IV I III IV III
15 IV IV IV II I IV
16 IV IV II II V IV
17 III IV I II IV III
18 IV IV IV I V IV
19 IV IV IV I IV IV
20 III II V II III III
21 IV IV IV II I IV
22 IV III III II I III
23 V IV V II II V
24 V IV V II II V
25 V V IV II III V

evaluation method based on the rough set theory and
unascertainedmeasurement theory, the measured samples of
the wall rock in the Xihualing tunnel are taken as samples
for analysis. The tunnel is located in Jinhua section of Zhu-
Yong Expressway, which is a separated tunnel with four lanes.
Additionally, the rock quality evaluation results are based
on each of the following three methods: Delphi-ideal point
method [25], set pair analysis method [26], rough set the-
ory, and unascertained measurement theory. The evaluation
results of the above three methods and the actual grade can
be found in Table 7.

First, the multi-index unascertained measurement of
each tunnel is calculated based on rough set theory and
unascertained measurement theory, the wall rock grade is
determined according to the credible degree recognition.
The evaluation results are consistent with those of Delphi-
ideal point method, set pair analysis method, and the actual
condition.

From the classification of tunnel collapse risk in Table 7,
the risk grade of themileage (K107+776∼806 and K107+806∼
836) in the right tunnel of the Xihualing tunnel is grade
III, which means that the tunnel may occasionally collapse.
Hence, the problems should be taken into account during
construction. The risk grade of the mileage (K107+776∼

806 and K107+806∼836) in the left tunnel is grade IV,
which means that the possibility of the tunnel collapse is
greater. The evaluation results coincide with the actual wall
rock conditions encountered during construction. During
the tunnel construction, it was found that the wall rock
exposed by the tunnel was broken and the rock quality
was poor. Thus, the actions such as strengthening fore-
poling and shortening the excavation footage are taken
to avoid the occurrence of the tunnel excavation acci-
dents.

5. Conclusions

In this paper, a method combining the rough set theory and
unascertained measurement theory is applied to the classi-
fication of tunnel wall rock for the first time. According to
the rough set theory, the weights of evaluation indexes are
obtained by significance estimating on the attributes. Thus, a
method for classification of wall rock of tunnels is established
based on the basic principles of unascertained measurement
theory.Themethod is used to classify the measured wall rock
samples, and the evaluation results are compared with the
actual wall rock grade. It is proved that the method is feasible
for determination of wall rock quality.
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Table 5: Optimal attribute of decision table for evaluation indexes of wall rock quality.

Sample Rock grade determined by individual evaluation indexes Actual rock
grade𝜎𝑐 𝐾V 𝑆S W 𝜃

1 III IV V II V IV
3 III IV I III IV III
4 III IV IV II III IV
5 III I I II III II
7 III IV III I III III
8 III IV I II IV III
9 III IV IV I III III
10 III IV I II I III
11 III IV II I III III
13 IV IV II II III IV
15 IV IV IV II I IV
16 IV IV II II V IV
18 IV IV IV I V IV
19 IV IV IV I IV IV
20 IV II V III III III
22 IV III III II I III
23 V IV V II II V
25 V V IV II III V

Table 6: Evaluation results of wall rock quality.

Sample Comprehensive unascertained measurement Evaluation results
𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 RS-UM Actual grade

1 0.057 0.045 0.331 0.235 0.332 IV IV
3 0.243 0.066 0.357 0.307 0.027 III III
4 0.094 0.008 0.390 0.386 0.122 IV IV
5 0.486 0.145 0.353 0.016 0 II II
7 0.102 0.049 0.466 0.383 0 III III
8 0.259 0.086 0.340 0.315 0 III III
9 0.102 0.061 0.374 0.342 0.122 IV III
10 0.373 0.061 0.355 0.211 0 III III
11 0.151 0.223 0.340 0.287 0 III III
13 0.069 0.280 0.084 0.199 0.367 IV IV
15 0.154 0.037 0.078 0.692 0.039 IV IV
16 0.142 0.049 0.085 0.478 0.245 IV IV
18 0.102 0 0.170 0.548 0.179 IV IV
19 0.102 0 0.187 0.360 0.351 IV IV
20 0.243 0.220 0.172 0.094 0.271 III III
22 0.183 0.028 0.430 0.243 0.116 III III
23 0.098 0.065 0.028 0.292 0.517 V V
25 0.065 0.037 0.041 0.291 0.566 V V
Note: RS-UM is the evaluation method based on rough set theory and unascertained measurement theory.
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Table 7: Evaluation results of wall rock classification.

Tunnel
mileage

Comprehensive unascertained measurement Evaluation results

𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 RS-UM SPA D-IP Actual
grade

Left tunnel,
K106+760∼
790

0 0.056 0.355 0.589 0 IV IV IV IV

Left tunnel,
K106+790∼
820

0 0 0.333 0.546 0.121 IV IV IV IV

Right tunnel,
K107+776∼
806

0.102 0.219 0.519 0.160 0 III III III III

Right tunnel,
K107+806∼
836

0.248 0.106 0.560 0.087 0 III III III III

Note: RS-UM is the evaluation method based on rough set theory and unascertained measurement theory, SPA is set pair analysis method, and D-IP is Delphi-
ideal point method.

In addition, the method based on the rough set theory
and unascertained measurement theory is applied to an
engineering case study. The evaluation results are consistent
with those of Delphi-ideal point method, set pair analysis
method, and the actual condition. It provides the basis and
guidance for the construction of the tunnel. Meanwhile, it is
proved that the method has a good applicability and gives
references for the classification of wall rock in other similar
tunnel projects.
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