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Many aggregation operators in multiattribute decisions assume that attributes are independent of each other; this leads to an
unreasonable situation in information aggregation and decision-making. Heronian mean is the aggregation operator that can
embody the interaction between attributes. In this paper, we merge the linguistic neutrosophic cubic number (LNCN) and the
Heronian mean operator together to develop a LNCN generalized weighted Heronian mean (LNCNGWHM) operator and a LNCN
three-parameter weighted Heronian mean (LNCNTPWHM) operator and then discuss their properties. Further, two multiattribute
decision methods based on the proposed LNCNGWHM or LNCNTPWHM operator are introduced under LNCN environment.

Finally, an example is used to indicate the effectiveness of the developed methods.

1. Introduction

In multiple attribute decision-making problems, the general
attribute values are usually difficult to be given as the form of
real numbers and instead of the form of uncertain variables,
such as fuzzy numbers, intuitionistic fuzzy numbers, and
linguistic variables (LVs). Fuzzy set (FS) was proposed by
Zadeh to measure things that cannot be described with accu-
rate information or accurate probability distribution [1]. The
intuitionistic fuzzy set (IFS) proposed by Atanassov consists
of the membership and nonmembership information, which
is an effective extension of fuzzy set theory [2]. LVs are used
to evaluate attributes in multiattribute decision-making while
attributes cannot be evaluated by numerical values. Linguistic
set (LS)L={Ly,Ly,L,,L5,... Lg} (g is an even number) was
proposed by Zadeh to deal with the approximate reasoning
problems [3, 4]. Since FS, IFS, and LS are effective tools
to deal with the approximate reasoning problems, many
researches have studied them [5-11]. However, in the liter-
ature [7-11], only incomplete information can be effectively

expressed, and then indeterminate and inconsistent infor-
mation cannot be described effectively. In order to make
up for the deficiency of literature [7-11], Smarandache put
forward the theory of neutrosophic set (NS) consisting of
three parts: truth T'(x), falsity F(x), and indeterminacy I(x)
[12]. Wang and Smarandache also proposed a single value
neutrosophic set (SVNS), which satisfies T'(x), I(x), F(x) €
[0,1] , and 0 < T(x)+ I(x)+F(x) < 3 [13]. IF the three
components T(x), I(x), and F(x) in NS are interval numbers,
Wang and Zhang introduced an interval neutrosophic set
(INS) [14]. Next, some scholars put NS and LS together
to develop their new set of concepts. First, Ye defined the
interval neutrosophic uncertain linguistic set (INULS) and
its multiple attribute decision-making (MADM) method [15].
Then, Ye proposed single valued neutrosophic linguistic
numbers (SVNLNs) for multiple attribute group decision-
making (MAGDM) [16]. Further, Fang and Ye proposed
the linguistic neutrosophic number (LNN) consisting of
the truth, falsity, and indeterminacy linguistic degrees [17].
Recently, Ye also proposed a new concept of a linguistic
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neutrosophic cubic number (LNCN) to extend neutrosophic
cubic sets to linguistic neutrosophic arguments [18]. So far,
there is little study on LNCN. However, many aggregation
operators in multiattribute decisions assume that attributes
are independent of each other; this leads to an unreasonable
situation in information aggregation and decision-making.
Then, Heronian mean is the aggregation operator that can
embody the interaction between attributes. So, in this paper,
we propose the LNCN generalized weighted Heronian mean
(LNCNGWHM) operator and the LNCN three-parameter
weighted Heronian mean (LNCNTPWHM) operator and
investigate their properties.

The remaining organizations of this paper are listed as
follows. Section 2 describes some concepts of LNN, LNCN,
GWHM, and TPWHM. Section 3 proposes the LNCNG-
WHM and LNCNTPWHM operators and investigates their
properties. Section 4 establishes MADM methods by using
the LNCNGWHM and LNCNTPWHM operators. Section 5
provides an illustrative example to demonstrate the applica-
tion and effectiveness of the proposed methods. Section 6
gives conclusions of this paper.

2. Some Basic Concepts

2.1. Linguistic Neutrosophic Numbers, Linguistic Neutrosophic
Cubic Numbers, and Their Operational Laws

Definition I ([17]). Set L = {l [ I, < lJ < g,] € [0,gl}asa
language term set; g is an even number Then a LNN can be
defined as follows:

m=(l,lpl), 1)
in which [,,lg,l, € L and a,B,y € [0,9], 15 and
I, represent the truth, indeterminacy, and falsity variables,
respectively, in linguistic terms.

Definition 2 ([17]). Setm = (lm,lﬁ,ly),m1 = (lal,lﬁl,lyl),and

my = (ly2, 1 1,2) as three LNNs in L and a real number 6 >
0; then the operational laws of LNN are as follows:

my &my = (L Lgis Ly ) @ (laps Lo Lo )

= <lo¢1+tx2—(xlzx2/g’ lﬁ1ﬁ2/g’ lylyZ/g> ;

m, & m,
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my @my = (L Igis Ly ) @ (laos Igns Ly )

(3)
= <l0‘10‘2/g’ lﬁ1+52—ﬁ1ﬁ2/g’ ly1+y2—y1y2/g> ;
om =58 (l,,151,)
(4)
= <lgfg(1*a/g)‘s’ Lagr o> lg(y/g)“> >
F) 8
m’ = (1,151, ) 5
5

= <lg(a/g)5> lg—g(l—ﬁ/g)‘s’ lg—y(l—y/y)'5> :

Definition 3 ([18]). Set L = {lj | I, < lj < lg,j € [0,gl}asa
language term set; g is an even number. Then a LNCN can be
defined as follows:

m = (u,c), (6)

where u = ([la g ] [lﬁb lﬁ 1, [l l ]) expresses an uncertain
LNN and [la ,l 1, [lﬁ lﬁ 1, [ly ,l ] represent respectively, the
truth, the indeterminacy, and the falsity uncertain linguistic
variables for [, , 1, .15 ,15,1, .1, € Land oy, o, By, By i ¥, €
(0,9, ap < B < BV < Visc = (llpl,) expresses
a LNN, in which I,,lg,l, € L and B,y € [0,g],
and l,,lg and I, represent the truth, the indeterminacy,
and the falsity linguistic variables, respectively, in linguistic
terms.

Definition 4 ([18]). Set m = (([l,, 1o, ) g, 15,1 1,51, 1),
Ly l[;, ly)) as a LNCN in L, then, one calls m

® aninternal INCNif o, < & < a0, 8, < B < By <
Y=V

@ an external LNCN if & ¢ [ap, o], B ¢ [fB, 5] and
Y € [y vl

Deﬁnition 5 ([18]). Set my, —(([ab a“] [lﬁbr lﬁ“] [lm’
D b)) and o = (UG T LT
]) <lrx2’l/32’ y2>) as two LNCNs in L and a real

number 8 = 0; then the operational laws of LNCNs are

as follows:

= (<[l"‘b1’l“t1] > [lﬁbr’lﬁn] [ Vo1’ Vt1]> <l‘x1’l/§1’ V1>)
® (<[l“bz’ l‘xtz] > [lﬁbz’ lﬁzz] > [lez’ l?t2]> > <l‘x2’lﬁ2’ l)’z>) (7)

= (< [l“bﬁ“bz*o‘br‘xbz/g’ l"‘n*"‘:z*“u‘xtz/g] > [lﬁbrﬁbz/g’ lﬁtrﬁzz/g] >

[lymybz/y’ lwmz/g]> > <la1+a2—tx1a2/g’ lﬁlﬁl/g’ lmz/g>) ;

m, ® m,

= (e e ] U ] [ 1) Clenn g0
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® ([l oo - [ B ] [ B 1) Gl B2 ))
= ((Vonsontor Lot ] [Tt =it oo ta )
LN M— DR
<lahx2/g’ lprepr-prposg ly1+y2—y1y2/g> ) 3
8)
81y = 8 (( (Lo s, |+ (o B ] [ 1) > s o)
= ({[ls-001-a 19 Yo-at1-0a10°]> (Lo 197 Vo109 ) > ot 19 Yotvarart ) > ©)
(Ly-g-at/0> Lagrsar> L 07 )
*= (o] g ] T 1) Gl b))’
= ({[lotaunsr> e 1o |- llg-g1-s0> la-g01- 102 ]
(10)

[lg—g(l—m/g)‘s’ lg—g(l—yn/g)‘s ] > >

Lot/ lg-g1-p11g9 La-g1-p1/0) ) -

Definition 6 ([18]). Set m = (<[l<xb’l<x,]’[lﬁb’lﬁt]’[ln’lwn’
(llx,lﬁ,ly)) as a LNCN in L; then the score S(m), accuracy
A(m), and certain C(m) functions can be defined, respec-
tively, as follows:

S(m) = Yo = Yt)

1
(g vy vy fi -
9 (1)

+(2g+a-B-y);

A(m):§[<ab+at—ﬁb—/st>+<oc—ﬁ>]; (12)

C(m)=$(¢xb+oct+oc). (13)

Definition 7 ([18]). Setm, = (([%1 a1] (g, 15,15 1 m’lm])’
<l‘x1, B1> y1>) m, = (([la 0‘:2] [lﬁbz lﬁn],[ybz le2]>’ <la2>
lgs>1,2)) as two LNCNs in L; “then

it S(m;) > S(m,), then m; > m,;
if S(m,) = S(m,) then
if A(m,) > A(m,), then m, > m,;

if A(m;) > A(m,) and C(m;) > C(m,), then m; >
my;

if A(m,) = A(m,) and C(m,) = C(m,), then m; =

m,.

2.2. Generalized Weighted Heronian Mean and
Three-Parameter Weighted Heronian Mean Operators

Definition 8 ([19]). Let w = (w;, w,,...,w,) be the relative
weight of m; form; € R(i = 1,2,...,n), w; € [0,1], and
Yo, w; =1and p,q > 0. Then

GWHMP (m,,m,,...m,)
(14)

( GBEB( P m? om, ))1/(p+q)’

11]1

j
Heronian mean (GWHM) operator.

where A = 37, ¥ wfw;? is called a generalized weighted

Definition 9 ([19]). Let w=(w;,w,,...
weight of m; for m; € R(i = 1,2,...
Yo, w; =1and p,q,r > 0. Then

,w,) be the relative
,n), w; € [0,1], and

TPWHMPT (my,m,,...m,)

parn)  (15)
<A@@®(w wwmf @ m;T@my )) ,

i=1 j=i k=j



where A = w? w;hwy" is called a three-para-

zz IZ] 1Zk—

meter weighted Heroman mean (TPWHM) operator.

3. Two Aggregation Operators of LNCNs

3.1. GWHM Operator of LNCNs

Definition 10. Setm; = ([l > 1o, 1 g > 1g, 1 11y, 1, 105 (Lo Lgis

lw-)) (i = 1,2,...,n) as a collection of LNCNs in L; then the
LNCNGWHM operator can be defined as

LNCNGWHMP (m;,m,,...m,)

LNCNGWHMP? (my,m,,...m,)

)1/(p+q)

( @@( qump®mq)

11]1

< < [lg(l—m:‘:lH;L,.(1—<ah,-/g)P(abj/ng"”ﬂ)W)VW’

[lg—g(1—(1_[?:1H}L,-(1—(l—ﬁbi/g)"(l—ﬁbj/g)q)"”'P"”'q i)
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1/(p+q)
( @( Pwﬂmf@mﬂ)) ,
1 1 j=i
(16)

where A = Y1 Y wfw, w; €[0,1]and ¥ w; = 1.
Then we can use Definitions 5 and 10 to get the following
theorem.

Theorem 11. Set m; = (([L,, . 1o, 1> 1, 15,1 (1,5 1, 1) (i Lgis
L)) (i =12,...,n)asa collectzon ofLNCNs m 'L; then by
LNCNGWHM operator, the aggregation result of m; is still a
LNCN, which is given by the following form:

g(l—(l_[?zlH?:i(1—(04,,-/9)"(atj/g)q)wipqu)”")”(”*q)] ’

[lg—g(l—(HELIH?:i(1-(1-n,-/g)P(l—ybj/g)q)‘“"P“f'q)1”)”(”)’ lg—g(l—(H?=1H}Li(l-(l—yﬁ/g)"(l—yq/g)q)'”’“fq)1”)”“’*4) ] > ’

<lg(l—(H;LlH?:m—(ai/g)ﬁ(uj/gﬂ)wf""”ﬂ>w>1/<m>’ g0 T - pitgrr - grgpy s yayina

I
g

where A = Z:’:I " wa w; € [0 1 and Z?:] w; = 1.

] >

Proof.
©)

mip = (<[lg(%f/5)‘” lg(om/g)”] > [lg-g(l—ﬁb,-/g)P’ lg-g(l—ﬂn-/g)”] >
[lg-g(l—m/g)"’ ly-y(l—%,/y)PD > (18)
(Uotaisgn La-ga-pirar-lg-ga-yirar) )

m? ® qu

= (<[lg(%,v/g)”g(abj/g)"/g’lg(octi/g)"y(atj/g)q/g] ’

g~ T (1-(-yi/ @) (1-yj @)1y i yyhypr > > ’

9‘g““ﬂf"=1H?=f(1—(1—ﬁn/w”(l—ﬁtj/g)q)‘“f"”ﬂ)“M‘“W] ’ 17)
2
q _
= (<[lg(“bj/5)q’ lg(“:j/g)"] ’
[lg-gﬂ-ﬁbj/g)% lg—g(l—ﬁt,-/g)q] ]
(19)

[lgfg(lfnj/g)q’ lg*g(lfytj/g)q] > > <lg(ocj/9)‘“ lgfg(lfﬁj/g)‘“

ly-g1-yilgy >) ;

(©)

[lg—g<1—ﬁw/y)“g—y(l—ﬁb,-/g)q—(g—g(l—ﬁw/9)”)(g—g(1—ﬁbj/y)”>/g’ lg—y<1—ﬁ“/g)“g—g(l—ﬁtj/y)"—(y—y(l—ﬁﬁ/g)">(g—g(l—ﬁtj/y)”/y] >

[lg—g(1—ybi/g)"+g—g(1—yb,»/g)q—(g—g(l—ybi/g)”>(g—g<1—Vbj/g)")/y’ !

g—g(l—m/g)P+g—g(1—ytj/g>q—(g—g(l—}'u/g)”)(g—g(l—yrj/g)'*)/g] > ’

<l(g(ai/g)'”9(aj/g)ﬂ)/y’ lg-g(l—ﬁi/y)P+g-y(l—ﬁj/g)q—(g—g(l—ﬁilg))”)(g—g(l—ﬁj/g)q)/g’ lg—gﬂ—w’/g)“g—g(l—w‘/g)"—(y—g(l—yi/g)")(g—y<1—yj/g)")/y>)
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- (<[lﬂ(abf/g)”(“bj/ﬂ)q’lg(“ri/g)"%/g)q] ’ [lgfg(lfﬁb,-/g)"(lfﬁbj/g)q’lgfg(lfﬂf,-/g)f’(lfﬂt,-/g)q] > [lgfg(lfybi/g)f’(lfn]-/g)q’lgfg(lfw,-/g)"(lf%,-/g)”]> >

(Lotairor@itor lo-g1-pitera-gilar la-g-yitgra-yitgn ) )

(20)
(4)
w,-pqum,-p ®qu
- << [lgfgﬂfg(%i/g)}’ <“bj/9)“/ﬂ)'"ipw"q’19*9(1*9(0‘“/9)" (“z;/g)‘*/g)""'“"q] ’ [lg(gfg(lfﬁm/g)*’(lfﬁbj/g)q/g)”"“fq’lg(gfg(lfﬁt,-/g)f’(lfﬁa/g)’?/w”"“ﬂ ’
[lg@fg(lfn,‘/g)f’(lfvbj/g)q/g)“fp”"q ’ lg(gfg(lfyn-/g)" (1-y/9)1/g)"" 1" ] > ’
<lg—g<1—g<«xi/g>ﬂ (wj/g)i/g) " i" lg(g—g(l—ﬁi/gw1—ﬁj/g>q/g>“f"”fq ’ lg(g—g(l—yi/g>P<l—yj/gw/g)”f"”ﬂ > ) (1)
- << [lg*g(17(%/@)"(vth,-/g)q)“"P'”fq’lg*g(17(%/9)"(%-/g)")wipwfq] ’ [lg(17(lfﬁh,-/g)P(lfﬁh,-/g)q)”"owq’lg(lf(17/3,,./g)1)(pﬁtj/g)a)'”i"”i”’ >
[lga—(l—yb,/g>f><1—ybj/g>q>”f"“"f" Lya-aptara-yyrgmerer ] > ’
<lg—g(1—<ai/g)?<aj/g>q)”"“ﬂ Ly apirgra-girgm it laa-apigra—yiignete > ) ;
(5)
n n
P, 4,,P q\ _
,G:? L (17w %) = (<[lg-gﬂ?:1HL(I—(abx/g)"(%,/g)q)'”’“’q’lg-gH.’-llH,"-:,(1—(azi/g)”(azj/g)‘4>”fpwfq]’
[ wrl e o] [ o - ), @2
I = (A== Byi/ 9)P (=B [ D0 " g T T (1=(1=Bi/ )P (1= / g) )" ¥ T [T ==y / 9P (L= ) Il [T ==y / 9P 1=y, / g) D)™
<lg—gn,-":,H?:‘(1—<ai/g)f’<aj/g>q>”f"”f“’ lgH:L,H?:i<1—<1—/3i/g>f’<1—ﬁj/g>q)‘“*”“1’” ’ lgnz;lH;,m1—<1—yi/g>P<1—w/g>q>”f"‘”ﬂ >) ;
(6) <l .
9-9(TT T (1~(ai/ 9)? (el )i y12?
1 n n
— P4, P 4 i Y
/\6?69 (wiw;m ©m,) oI [T (- Bil ) (1B )y Ty v>
i=1 j=i
- (<[l Pt lg(H,ilHZ-(1—(1—w‘/g>f’<1—w‘/g>q>’”i"”f‘f)1“>>;
=9I T (1(0,/ 9)P (o g)D) 7 ) HA2 7
(23)
l n n w;Pw.4 1//\] 5
=9I [T (=i / 9)P (e / )T) ™ 70) (7)
[ — w1 1/(p+)
[5(1_[1':1Hj:i(l’(l’ﬁbi/g)P(l’ﬁbj/g)q) i Jq)l/A 1 22 b a. p q
XEB (wfw'm? @m;T)
i=1 j=i

lg(n:lzlH;'l:i(1’(1*/3:1'/!])P(I*ﬁtj/g)q)wipqu)IM] ’

[l b B (<[lg(1—<H,~LH?:,»(1—(ab,-/gvmbj/g)ﬂ”f"wﬂ>W>1/<M>’
T [T (1= (1=pi/ @) (1= D™ T
lg(l—(H:LlH;Li(1—(at,-/gv(atj/g)q)“’f"wﬂ)“*)Ww)] ’

lg(H,-ilH?:,u—(l—yn-/g)ﬂ<1—y¢j/g>q>‘“f"”fq>1/*] > ’



[lg—gu—(H,-”:lH?:i(l—(l—ﬁbi/g)f’(1—ﬁbj/g>q>wf”'”fq)”*)“W’
lg—g(l—(H:LlH;Liu—(1—ﬁt,~/g>P(1—ﬁ,j/g)q)“f"”fq)1/*)1/0’“1’] ’
[lg—g(l—(l'l?zlH?:i(1—(1—yb,-/g)"(l—yhj/g)q)"’ipqu)1”)1/“’*q’ ’
lﬂ-y(l—(l'[?:1l'[j»‘:i(1—(1—%,-/g)f’(l—m/g)q)'”"p'”fq)1“)”‘“‘1) ] > ’

l w;Fw; bl
< GO—TT T (1o )P ey gy 5" i Yy o

g~ T (1-(1=Bif )P (1=Bj @)1 iy 12 P>

LNCNGWHM? (m;,m,,...m,)

= LNCNGWHM? (m, m, ... m)
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g~ [T (- (il )P (1-yjl g)) " 3" Ay oo >> '

(24)
The proof of Theorem 11 is completed. O
Theorem 12 (idempotency). Set m; = (([labi,l%], [lﬁbi’lﬁti]’

[lVbi’lVﬁD’(lai’lﬁi’lyi)) (1 = L,2,...
LNCNs in L; if m; = m, then

,n) as a collection of

LNCNGWHM? (m,,m,,...m,)
(25)
= LNCNGWHM? (m,m,...m) =m
Proof. Since m; =mfori = 1,2,...
result:

, 1, there is the following

<< [lg(l_((1_(ab/g)1)+q)z?:1 ZiiwP ety lg(l_((l_(at/g)wq)z?:l ZhiwP ety ] >

[g o111y H s o o111 gy e )W“PW]

[g 9(1-((1-(1~ yb/g)Pﬂz)zx 1 D wifwjd

(-

iyUAy g lg g(1—((1=(1- Y/g)pw)zz 1 X wifw jq)l//\)l/<p+q)]>’

(26)

((1- (a/g)wq)zz 1 Do il )I/A)1/<p+q)’lg g(1=((1=(1-B/g)P*4) Xy T wiPw )I/A)l/pw)’lg —g(1-((1-(1— y/g)p+q)zt 1 g wifwid )1//\)1/(p+q)>>

91
(<[ g((ab/g)p*fq)l/(p*fq), lg((at/g)wq)l/(p*fq)] > [lg—g((l—ﬁb/g)f’*q)”(?*‘f" lg_g((l_/;t/g)wra)l/(pw)] >

[lgfg((17Yb/g)p+q)1/(1>+q) > lgfg((lfyt/g)mq)l/(pw) ] > > <lg((o¢/g)P+q)1/(P+q) > lgfg((lfﬁ/g)wq)l/(?‘rq) > lg,g((l,y/g)wq)l/(wm >)

= (Ve e ] [l B ] [l 1) (o By ) = m

The proof of Theorem 12 is completed. O

Theorem 13 (monotonicity). Set m; = (([ly,» s, 1, [lg,- 15,1
[lei’l ]> <locl’lﬁi’lyi>) and k,‘ = (([l%il,l“ﬁ/], [lﬁhi,’lﬁril]’[f’b
Ly 1) <loct”l,8:”lyi'>) i = 1L2,...
LNCNs in L; if oa; < ap,, oty <o/, i < aily By 2 B,
B =B Bi=pi and Voi = Voi' > Ve = Vi yi = yi's then

,n) as two collections of

LNCNGWHM? (m,m,,...m,)
(27)
< LNCNGWHMP? (k;, k,, ... k,).

! ! . ./ !
Proof. Because ay,; < ;s oy <oy, i < ad, B = By

Bi = By » Bi = Pi and yy = psyy
easily obtain

1\ 49
1_(@1’(@)21_(@)"(&) ,
g g g g

! . ./
Vi » Vi = yi', we can

n n P o \1 w,w;1 /A Vpra)
o b !
(-5 ()
g( <Hz 9 g

Ay Y+

wlw1
(1T (1_<£>P<“L/>q>’ ]
i=1 j=i 9 9 ’
AN (Pt
e ) )
i=1 j=i g 9
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wpw 1/2
(a0
i=1 j=i 9 9
w;Pw; 1/
SR (-5 ()
n o n N\ P S\ g\ Wit W -
o(-(me-GYEnN™) ) (B0-GY

Similarly

1_<1_%>"(1_%)21_(1_%!)‘(1_%/)?

wlw.4 /A 1/(p+q)
gl 1- 1-(1-22) (1-2 >
o-o{ o= (fIFT (-2 (-2 -9
n o n B\ By’ \? AN Ve
gl 1- 1- 1—i) (1 ’)) ,
<i—1j—i< ( g g
A
- 1- 1-(1-22 1- >
779 zl:[j:i 9 9)) I (29)
. p gx wPwyt 1yaN Y(pta)
oL m/) ( ) ) )
gl 1- 1-(1-8) (1= ,
< <i—lg< ( 9 g
1/(p+q)

o (AR0-0-2702))) )
n o n Bi » B\ wwt\ 1/(p+q)
- 1_<i=1j=i<1_<1_?> (1_?>> >

1/(p+q)

1/(p+q)

(28)

And

1/(p+q)

pyay /A
n_n AP N\ Wi Wi
({0030
i=1 j=i g g
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i=1 j=i
So, LNCNGWHMP(m,,m,,...m,) <
LNCNGWHMP4(k,, k,, ...k,). Therefore, the proof o
Theorem 13 is completed. O

Theorem 14 (boundedness). Set m; = (([labi,l“ﬁ], [lﬁbi’lﬁti]’
[lyh,.’ly,,.]>><lai’lﬁi’lyi>) (i = 1,2,...,n) as a collection of
LNCNs in L; letting m™ = (([min(l“bi), min(lati)], [max(lﬁbi),
max(lg )], [max(Z,, ), max(, )]), (min(l,,;), max(lg)),
max(l,;))) and m* = ({[max(l, ), max(l, )], [min(g ),
min(lﬁﬁ )], [min(lyhi ), min(l%i D, (min(l,;), min(lﬁi),
min(ly,-))), then

m~ < LNCNGWHMP (m,,m,,...,m,) <m". (31

Proof. Based on Theorems 12 and 13, we can obtain

m~ = LNCNGWHM? (m™,m™,...,m ),
m" = LNCNGWHMP (m*,m",...,m"),
LNCNGWHMP (m™,m”,...,m") (32)
< LNCNGWHMP? (m,,m,,...,m,)
< LNCNGWHM™ (m*,m",...,m").
Then m~ < LNCNWHM (m,,m,,...,m ) <m".
The proof of Theorem 14 is completed. O
LNCNTPWHM?? (m,,m,,...m,)
Lnonon 1/(ptq+r)
- (3 wrurarm omom)

|

—
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(30)

3.2. Three-Parameter Weighted Heronian Mean Operator
of LNCNs

Definition 15. Setm; = ([l » 1o, 1. g »1g 1 (1, > 1, 1) (Lo Lgis
1)) (i =1,2,...,n) as a collection of LNCNs in L; then the
LNCNTPWHM operator can be defined as

1
LNCNTPWHMP" (m,,m,,...m,) = (X

n n n
- BDD (whww/m! om

(33)
i=1 j=i k=j
1/(p+q+r)
®mkr)> 5
where A = Y, 30 Y wfwiw, w, € [0,1], and

Z?:l wi = 1.

Then, we can use Definitions 5 and 15 to get the following
theorem.

Theorem 16. Set m; = ([l .1y 1. llg - 1g 1. 11, 1, 1), (Lis
lgil,)) (i = 1,2,...,n) as a collection of LNCNs in L; then
by LNCNTPWHM operator, the aggregation result of m; is still
a LNCN, which is as follows:

(< I:lg(l—(n?:lH?:iHZ:j(1—(D‘bi/g)P(“bj/5)q(“bk/g)r)wipquwky)lM)”(PWH)’ lg(l—(l_[?:lH?:,-m:j(1—(°¢ti/ﬂ)"(0<t,-/g)q(fxtk/g)')'“"P'”fq"”‘y)‘“)‘/("*‘”” ] ?

g—gu—(nLH;L,»nz:j<1—(1—m/m?u—ﬁr,-/g)ﬁ(l—ﬁrk/g)w“‘"“ﬂwk'>‘“>”<P+W>] ’

[lg—gu—(rl,-ilHL-HL;1—<1—m/g>ﬁ<1—yb,»/g>q<1—m/g>’>”"’wﬂw/)‘M)U‘P*ff“” ! 99Uy T T (1= (y/ 9)P (=4 /)T L=y @) )57 "% YAyt o) ] > ’
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where A = YL, ¥ Vi wlwiw!, w, € [0,1], and

Yo w =1

Theorem 17 (idempotency). Set m; = (([lah’_,l%], [lﬁbi’lﬁti]’
[lei’ ly”,]), (i lﬁi’ lyi)) (i=1,2,...,n)asacollection of LNCNs
in L; if m; = m, then

LNCNTPWHMP?" (m;,m,,...m,)
(35)

= LNCNTPWHMP? (m,m,...m) =m

Theorem 18 (monotonicity). Set m; = (([l%,l%], [lﬁm’l ﬁ],
(Lo by 10> (s Lgin L)) and Ky = ([l 15 16,115 [lﬁbi’:lﬁ“’],[lii’a
ly”']>’<loc1'>l[31”lyi'>) (i = 1,2,...,n) as two collections of
LNCNs in L; if aq; < o, a; <o), ai < ai', By = By,
Bii = B, Bi = Bi'and yy; = vy, v = v, vi 2 yi', then
LNCNTPWHMP®" (m;, m,,...m,)

(36)
< LNCNTPWHMP?" (k. k,,...k,).

Theorem 19 (boundedness). Set m; = (([labi,l“ﬁ], [lﬁbi’lﬁti]’
[Yb ly“]) (lm,lﬁz,lyl)) (i = 1,2,...,n) as a collection of
LNCNs in L; letting m™ = ({[min(l, ) min(l, )] [max(lﬁb)
max(lﬁ )] [max(lyb) max(lyt D, (mm(lm) max(lﬁ,) max(lw)))
and m* = ({[max(l, ), max(l, )], [min(lg ), min(lg )],
[min(lni), min(l%i)]), (min(l,;), min(lﬁi), min(lw-))), then

m~ < LNCNTPWHMP? (m;,m,,...m,) <m". (37)

The proofs of Theorems 16-19 are similar to those of
Theorems 11-14, so we do not repeat them again.

4. MADM Methods Based on the LNCNGWHM
or LNCNTPWHM Operator

This section uses the LNCNGWHM or LNCNTPWHM
operator to deal with the MADM problems with LNCN
information.

Let A={A,A,,..., A} beadiscrete set of alternatives
with a set of attributes C = {C,,C,,...,C,}, and the weight
Vectoroij(j =1,2,...,n)isA = (AI,AZ,...,An),/\j > 0and
Z;l:l }Lj = 1. A linguistic assessment set L = {lj | j €[0,g]}
is given. Some experts use LNCN to evaluate the alternatives
A;(i = 1,2,...,m) under the attributes Ci(j =12...,n).
The assessed Values of the experts for A; with attribute C,
are m (<[ Qpij “n ] [lﬁhij’ lﬂtij]’ [thij’ l%ijD’ <Z“if’ l/;if’ l)’if>)(i =
L,2,...,m;j= 1 2,...,n). Then, we can get the neutrosophic
linguistic cubic decision evaluation matrix (m;;)

Then, the decision-making method based on the LNC-
NGWHM or LNCNTPWHM operator is described as fol-
lows.

(34)

Step 1. According to the weight vector A = (A, A,,...,
A,) and the LNCNGWHM or LNCNTPWHM operator, we
can calculate m; = LNCNGWHM (m;y, m,, ..., my;) or m; =
LNCNTPWHM(mj;, my, . ..., m;;).

Step 2. Calculate the score value of S(m;) (accuracy value of
A(m;) and certain value of C(m;) if necessary) of the LNCN
A;(i = 1,2,...,m) according to formula (11) (formula (12)
and formula (13) if necessary).

Step 3. According to ranking method of Definition 7, we
can rank the attributes corresponding to the values of S(m;)
(accuracy value A(m;) and certain value C(m;) if necessary).

Step 4. End.

5. Illustrative Example

This section considers a decision-making problem adapted
from the literature [20]. A mechanical designer wants to
design press machine; then he should consider the design
of the reducing mechanism and the working mechanism.
According to the press machine’s functional requirements,
there are four design schemes/alternatives A, A,, As;andA,
to be proposed by the designers, which are shown in Table 1.
The four design schemes must satisfy the requirements of four
attributes while being evaluated: the manufacturing cost (C,),
the mechanical structure (C,), the transmission effectiveness
(C;),and the reliability (C,). The importance of four attributes
is given as a weight vector A = (0.3,0.25,0.25,0.2). Then, the
experts define the linguistic term set L = {lj | j € [0,8]},
where L = {[, = extremely low, I, = very low, [, = low, I; =
slightly low, ], = medium , I = slightly high, [; = high, [, =
very high, Iy = extremely high}. Afterwards, they evaluate
the four design schemes/alternatives under the four attributes
by the form of LNCNs based on L. Thus, the LNCN decision
matrix(my; 1)4 ,can be established, which are shown in Table 2.
Next, the decision-making methods proposed in Sec-
tion 4 are employed to deal with the decision problem; the
description of decision procedures is shown as follows:

5.1. The Decision-Making Process Based on
LNCNGWHM Operator or LNCNTPWHM Operator

Step 1. By using (17) (suppose p = q = I) and the weight
vector A = (0.3,0.25,0.25,0.2) of attributes, we can obtain
the comprehensive evaluation values m;(i = 1,2,3,4) of
alternative A; as follows:

my

= (<[l4.0000’ 16.4628] > [ll.OOOU’ 12.4379] 4 [11.1967’ l2.8039]> ’ <l5.2546’ 11.5999’ 12.3849>) ’
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TABLE 1: Four design schemes/alternatives for press machine.
Design scheme A, A, A,

Reducing mechanism Gear reducer

Working mechanism

Gear head motor
Flywheel-crank-slider mechanism

Gear reducer Gear head motor

Flywheel-screw-driving mechanism

my

= ({s.s271> I sos6) > [l.1067> L3849 > (100000 La.o000]) » {laosons Liszors Liresr)) »
ms

= ({[La.0402> L7.0000) > [1.0000> L4370 » 1153725 Ls.0000]) » {Us 75600 La.00000 L5578 ) »
my

(<[15.1800’ 16.6362] > [11.4814> 12.5(]28] > [11.3041’ 12.3243]> > <ZS.2161’ ll,5499’ 12.0274>) .

(38)

Step 2. Calculate the score values of S(m;) according to (11)
for m;(i = 1,2, 3,4):

S(my) = 0.7263;

(
S(my) = 0.7412;
( (39)

S(my) = 0.7384;

S(my) =0.7617.

According to the results of S(m;) (i = 1,2,3,4), we can
rank the alternatives A, > A, > A; > A, and then the
design scheme A, is the best among all the alternatives.

On the other hand, we can use the LNCNTPWHM
operator (set p=1, g=1) to deal with this problem.

Step I'. By using (34) (suppose p = g = I) and the weight
vector A = (0.3,0.25,0.25,0.2)of attributes, we can obtain
the comprehensive evaluation values m;(i = 1,2,3,4) of
alternative A; as follows:
m

= (<[l4.0000’ 16.4368] b4 [11.0000’ 12.4328] > [11.1994’ l2.8180]> 4 <15.2451’ ll,5880’ 12.3749>) 4
my

= (<[l3.9051’ 15.7709] > [11.1994’ 12.3749] > [11.0000’ 12.0000]> 4 <l4.910811.5319’ ll.1994>) > (40)
ms

= (<[l4.9108’ l7.0000] ’ [11.0000’ 12A328] > [11.5632> l3,0000]> 4 <l5,7l4212.0000’ 12A5777>) >
my

(<[l5.1989’ l6,6406] ’ [11.5015’ 12,5170] > [11,3314’ 12.3472]> > <lﬁ.2253ll.6109’ 12.0674>) .
Step 2'. Calculate the score values of S(11;) according to (11)
form;(i =1,2,3,4):

S (my) = 0.7260;
S (m,) = 0.7400;
(41)
S (my) = 0.7368;
S (my) = 0.7596.

According to the results of S(m;) (i = 1,2,3,4), we can
rank the alternatives A, > A, > A; > Aj, so the design
scheme A, is the best among all the alternatives.

5.2. Analyzing the Effect of the Parameters p, q, and .
Different parameters p, g, and r may have different effects
on the decision results. Therefore, this section takes different
values of p, g, and r to sort the various alternatives, and then
Tables 3-4 present the results.

From Tables 3 and 4, we can see that LNCNTPWHM
operator can get more stable sorting than the LNCNGWHM
operator, and, in addition, when the parameters p, g, and
r take different values, the best design scheme/alternative
using either the LNCNGWHM or LNCNTPWHM operator
is always A,. Therefore, the parameters p, g, and r in
the LNCNGWHM or LNCNTPWHM operator have little
influence on decision-making.

5.3. Comparing with the Related Methods. Firstly, compared
with the literature [20], this paper used the decision informa-
tion under LNCN environment, while the literature [20] used
the decision information under intuitionistic fuzzy environ-
ment. In the literature [20], only incomplete information can
be effectively expressed, and the indeterminate and inconsis-
tent information cannot be described effectively, while LNCN
is composed of uncertain linguistic neutrosophic number
and linguistic neutrosophic number, where the uncertain
linguistic neutrosophic number is represented by the truth,
the indeterminacy, and the falsity uncertain linguistic vari-
ables, respectively, and the linguistic neutrosophic number is
represented by the truth, indeterminacy, and falsity linguistic
variables, respectively. So LNCN contains more information
than the intuitionistic fuzzy number in [20].

Second, compared with the existing related methods
based on the LNCNWAA and LNCNWGA operators in
literature [18], all the ranking results have been shown in
Table 5.

The results given in Table 5 show that all the aggregated
values of the LNCNGWHM and LNCNTPWHM operators
are more or less close to moderate values between the aggre-
gated values of the LNCNWAA and LNCNWGA operators.
Then, all the ranking orders based on the LNCNWAA LNC-
NWGA, LNCNGWHM, and LNCNTPWHM operators are
identical. However, the LNCNGWHM and LNCNTPWHM
operators embody the interaction between attributes and
consider the different p, g, and r values to make the decision-
making results more persuasive and comprehensive than the
LNCNWAA and LNCNWGA operators in literature [18].

6. Conclusions

This paper proposed MADM methods based on the LNC-
NGWHM and LNCNTPWHM operators for LNCNs. First, a
LNCN generalized weight Heronian mean (LNCNGWHM)
operator and a LNCN three-parameter weighted Heronian
mean (LNCNTPWHM) operator were proposed and the
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TABLE 3: The ranking based on the LNCNGWHM operator with different values of p and q.
p»q LNCNGWHM Ranking
P=1, =0 S(m,)=0.7285, S(m,)=0.7479, S(m,)=0.7377, S(m,)=0.7638 A, > A, > Ay > A,
P=1,4=0.5 S(m,)=0.7263, S(m,)=0.7420, S(m,)=0.7377, S(m,)=0.7609 A > Ay > Ay > A,
P=1,g=2 S(m,)=0.7277, 8(m,)=0.7427, S(m,)=0.7388, S(m,)=0.7645 Ay > Ay > Ay > A,
P=0, g=1 S(m,)=0.7269, S(m,)=0.7411, S(ms)=0.7470, S(m,)=0.7688 A Ay > A, > A,
P=0.5, g=I S(m,)=0.7257, S(m,)=0.7404, S(ms)=0.7410, S(m,)=0.7635 A > Ay > A, > A
P=2, g=I S(m,)=0.7283, S(m,)=0.7424, S(m,)=0.7350, S(m,)=0.7592 A, > Ay > Ay > A
P=2,g=2 S(m,)=0.7290, S(m,)=0.7428, S(m,)=0.7352, S(m,)=0.7609 Ay > A, > Ay > A
TABLE 4: The ranking based on the LNCNTPWHM operator with different values of p, g, and r.
par LNCNTPWHM Ranking
p=1, g=I, r=2 S(m,)=0.7269, S(m,)=0.7406, S(m,)=0.7376, S(m,)=0.7621 A, > Ay Ay A
p=1,q=2, r=I S(m,)=0.7166, S(m,)=0.7342, S(m,)=0.7279, S(m,)=0.7772 A, > Ay Ay A,
p=1, q=2, r=2 S(m,)=0.7282, S(m,)=0.7431, S(m,)=0.7362, S(m,)=0.7612 A, > Ay Ay A,
p=1,q=2,r=3 S(m,)=0.7299, S(m,)=0.7444, S(m,)=0.7363, S(m,)=0.7650 A, > Ay Ay A
p=2q=1r=I S(m,)=0.7278, S(m,)=0.7401, S(m,)=0.7333, S(m,)=0.7556 Ay > Ay A> A
p=2,q=1,r=2 S(m,)=0.7282, S(m,)=0.7404, S(m,)=0.7342, S(m,)=0.7578 Ay > Ay Ay A,
p=2,q=2, r=I S(m,)=0.7290, S(m,)=0.7419, S(m,)=0.7328, S(m,)=0.7569 A, > Ay Ay A,
p=3,q=2, r=1 S(m,)=0.7302, S(m,)=0.7412, S(m.,)=0.7303, S(m,)=0.7531 Ay > Ay Ay > A
TABLE 5: Decision results based on four aggregation operators.
‘:gf:;‘gf rtwn Aggregated result Score value Ranking
my = ({[Lao000> lo.5350] > (1100000 La.asos] s [N1s02 aress]) » {ls.asons hasss boaoos))> S(my)=0.7277,
LNCNWAA my = ({[Lio190: Ls.9a02] » [l.1892> La.a00s ] » (100000 oooo]) » {Lsomaslisnrss Liason))s  S(my)=0.7460, A > Ay > Ay > A
my = ({[Ls.0ass> L7.0000] » 1100000 La.as95] > [lasars Ls.oooo]) » (s.sosolzonoos oaser))»  S(m3)=0.7435,
My = (([ls.1455 lossaao] > [1arao Boaass | [hasiio b assr 1) » Cleaoaaliasoas Ly soss )) §(m,)=0.7686
my = ({[La0000: loas10] > 10000 L5228 ] » (12646 Losras]) > {ls 23300 humneos L)) S(my)=0.7205,
LNCNWGA my = ([ 57080 Ls.6024] > [l 26460 47261 » (100000 L0000 ) » {Lasoushizeon aess) ) S(my)=0.7320, A> Ay > A, > A,
my = ({[Las943: L7.0000] > (1100000 La.5228] » (156900 Ls.0000]) » (s gavslooonos Laszas))>  S(ms)=0.7343,
= (([la0a6 loszoo ] [Ts1030 Losoas ] [ 31630 Basioa]) » Usonaolierars boooea)) S(m,)=0.7512
(<[l4 0000 Le.a628 ] » [T1.0000> Laaszo > 119672 Lasoso]) » (s 2sago Li.sovss bassas) s S(my)=0.7263;
LNCNGWHM = (([Bs271> Lssoss ] » 19672 Lassao] > 100000 o000 » lasaoas Lisaors liioer))s - S(mp)=0.7412; Ay > A, > Ay > A,
(p=g=1) = ([La.91022 170000 ] > [T1.00005 L4370 ] » [11 53720 L0000 ) > s 75600 Looooos Lasszs) )» S(ms)=0.7384;
= (([s.1500 Ls.ssa ] » [asran Losons | [soar> Losoas]) » Clzens busavor Looara)) — S(my)=0.7617
my = ({[Ls0000: lo.4368) > 110000 Lazas] s [I1094 siso]) » (s aasrs Disssor Losras))> S(1my)=0.7260;
LNCNTPWHM 1, = (([L39051> L5 7709 ] » (111994 Lo3a9 ] (110000 Lzoooo ]} » CPasnoslission iass))s  S(my)=0.7400; A A > A. > A
(p=q=1) s = (([Lio10s> 0000 » [T1.00000 Laa328] > [T156320 B.0000]) > (s 7142L2.00000 Las777))s S§(m;)=0.7368; ’ ’ ’ 1

my = (([15.1989’ 6.6406] > [11.5015’ 2.5170] > [11.3314’ l2.3472]> > <l6.2253ll.6109’ l240674>)

S(m,)=0.7596

related properties of these two operators were discussed.
Second, the two methods of MADM in a LNCN setting
were put forward based on the LNCNGWHM operator and
the LNCNTPWHM operator. Finally, these two methods
are used to solve a practical problem. In order to make
the decision-making result more convincing, the different
values of the parameters p, g, and r were taken to observe

the sorting results. From the sorting results, we found that
the influence of three parameters on the decision results
was very small. Furthermore, compared with the relative
method, the proposed methods in this paper can get the
same selection result as the existing method. Therefore,
the proposed methods demonstrate potential applications in
handling MADM problems under LNCN environment.
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