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The issue of 𝐻∞ control for the coronary artery input time-delay system with external disturbance is of concern. To further
reduce conservation, we utilize the free-matrix-based integral inequality,Wirtinger-based integral inequality, and reciprocal convex
combination approach to construct Lyapunov-Krasovskii function (LKF). Then a sufficient condition for controller design which
can guarantee robust synchronization the coronary artery system is represented in terms of linear matrix inequality (LMI). Finally,
a numerical example is exploited to show the effectiveness of the proposed methods.

1. Introduction

As we all know, nonlinear dynamical systems have gotten
increasing attraction in various fields researches [1–4]. As
one of complex nonlinear dynamical systems, chaotic systems
have been widely investigated because of their potential
application in the model of chemical reaction, nervous sys-
tems, biological engineering systems, and so on [5–7]. Based
on the feature of extreme sensitivity to initial conditions
and the systems parameters for the chaotic systems, chaos
synchronization has become a much more important task.
The purpose of chaotic synchronization is to achieve syn-
chronization of the slave andmaster systems, which leads the
investigations of synchronization control to be a central topic.
Up to now,many developed synchronization control schemes
have been presented, such as feedback control [8],𝐻∞ control
[9], sliding mode control [10], and impulsive control [11].

Nonlinear systems combined with biological engineering
have become a hot issue. The intensive study of the coronary
artery system as a practical biomathematical case of chaotic
systems has significant meaning not only in clinic but also
in engineering areas. From the clinic point of view, the
purpose is to drive pathological vessel into the trajectory of
healthy vessel to treat many complex cardiovascular diseases.
From the engineering point of view, we demand a suitable

synchronization controller to reduce undesired chaotic
motion and achieve the synchronization of the two systems.
In [12], to further lower the effect of external uncertainties, a
chaos suppression controller was designed by sliding mode
control to drive chaotic coronary artery system into the
normal orbit, which can effectively reduce the probability
of angina disease. A new terminal sliding mode control
algorithm for synchronization of coronary artery system was
proposed [13], which can ensure that trajectories of the spastic
vessel asymptotically approach the ones of the normal vessel
in finite time.

Input time-delay is likely to exist in modeling practical
coronary artery system due to the speed of different patients
absorbing the drug. The presence of input time-delay could
degrade system performance and it may lead to vibration
or chaotic behavior [14]. Therefore, it is very reasonable
and necessary not only in practical applications but also in
theory to investigate chaotic systems with input time-delay.
In [15], the input time-delay was dealt by free matrix zero
equality approach to achieve synchronization for chaotic
Lur’e systems. The chaotic finance systems with input time-
delay were proposed based on Jensen inequality [16]. The
above-mentioned literature is still great exploring room in
practical application. It is well known that the stability
and synchronization of the considered systems with time
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delay are often studied by introducing the LKF method,
which can provide more useful state information and delay
information. In order to reduce the possible conservatism
of LKF method, many methods are proposed, such as the
Jensen inequality [17], Wirtinger inequality [18], and free-
matric-based integral inequality [19]. As a kind of earliest
inequality, Jensen inequality was widely applied [20]. Because
of avoiding the introduction of plentiful matrices, Jensen
inequality was proposed to decrease much computational
burden in [21]. In order to reduce Jensen’s gap, Wirtinger
inequality was regarded as an effective technique to improve
the performance of time-delay systems [22, 23]. Then, free-
matric-based integral inequality [24] had a wide application
in stability analysis of time-delay systems due to its less
conservatism than the above proposed inequality [21–23]. In
addition, reciprocally convex combination can derive a stabil-
ity condition with much less decision variables, which could
achieve performance behavior identical to above approaches
[25].

Motivated by above discussion, the issue of 𝐻∞ control
is further investigated for coronary artery input time-delay
system with disturbance. The main contributions of this
paper are presented as follows:(1) An augmented LKF including double integral and
triple integral terms is constructed, which can provide more
valuable time-delay information. To get lower bound of∫𝑡
𝑡−ℎ

∫𝑡
𝑢
𝑋(𝑠)𝑆1𝑋(𝑠)𝑑𝑠 𝑑𝑢 (𝑆1 > 0), the Wirtinger-based inte-

gral inequality is employed.(2) Free-matric-based integral inequality and reciprocally
convex combination are applied to reduce the enlargement in
bounding the derivative of LKF as much as possible. Then,
a state feedback controller subjecting to input time-delay is
designed to guarantee asymptotical convergence to zero for
the error system and reduce the effect of external disturbance
to a prescribed 𝐻∞ performance level. It means that the
abnormal chaotic behavior of a coronary artery system is
suppressed to a normal periodic orbit, which effectively
relieves or eliminates angina symptoms.

The feasibility of the above strategy is illustrated based on
a numerical example.

Main Structure. Section 2 describes the problem formulation
and preliminaries; Section 3 provides the main proof result
which could ensure orbit of chaotic coronary artery system
with external disturbance asymptotically approaching the
ones of normal system. Section 4 shows that the simulation
result of the error system is asymptotical to approach zero.
Section 5 reaches conclusion of chaotic synchronization.

Notation. 𝑅𝑛 denotes 𝑛-dimensional Euclid space. ‖ ⋅ ‖ is the
vector Euclid norm. ∗ is a diagonal of a symmetric matric.
sym{𝑌} indicates 𝑌 + 𝑌𝑇.
2. Problem Formulation and Preliminaries

The chaotic behavior of blood vessel more easily resists
external disturb than the sine periodic motion; thus the
chaotic state of physiology system is a protection mechanism
and is beneficial for normal blood vessel [26]. It is not

always harmful and even is desired goal in some practical
applications. In this paper, the main goal is to make the
biomedical model of pathological blood vessel synchronize
with a prescribed chaotic system of the normal vessel [27].
From the biological point of view, the purpose is to achieve
synchronization between the chaotic states of pathological
blood vessel and normal one. Some chaotic conditions may
cause coronary artery obstruction and have an effect on
transport of nutrients and oxygen to the heart which could
result in coronary atherosclerosis and angina. In order to
decrease those diseases morbidity, the synchronization of
coronary artery system is investigated. Describe the mathe-
maticalmodel of the coronary artery system as follows in [12]:

�̇�1 (𝑡) = −𝑐𝑥1 − 𝑑𝑥2,
�̇�2 (𝑡) = − (𝜏 + 𝑐𝜏) 𝑥1 − (𝜏 + 𝑑𝜏) 𝑥2 + 𝜏𝑥31 + 𝐸 cos𝜔𝑡, (1)

where 𝑥1 and 𝑥2 are state vector, which represent deviation
of inner radius and pressure of vein, 𝑡 is time variable, 𝑐, 𝑑,
and 𝜏 are the coronary artery systemparameters which satisfy𝑐𝜏 − 𝜏𝑑 > 0, and more information can be obtained from
[28]. The variation of the blood vessel radius and change of
blood pressure could be affected with different 𝑐 and 𝑑; chaos
can be characterized by the static rheological characteristics
of blood vessels caused with the change of 𝜏 [12]. 𝐸 cos𝜔𝑡
is disturbance term, which represents a period disturbance
acting on the blood vessel from biological significance [29].
To simplify form of system (1), the healthy coronary artery
system is presented as follows:

�̇�𝑚 (𝑡) = 𝐴𝑥𝑚 (𝑡) + 𝐶𝑓 (𝑥𝑚 (𝑡)) + V (𝑡) , (2)

where matrices 𝐴 and 𝐶 depend on the value of 𝑐, 𝑑, and 𝜏,𝑥𝑚(𝑡) = [𝑥1, 𝑥2], 𝑓(𝑥𝑚(𝑡)) = [0, 𝑥31], V(𝑡) = [0, 𝐸 cos𝜔𝑡].
The blood vessel in chaotic states may induce vari-

ous complex diseases, for instance, myocardial infarction.
With the purpose of suppressing the chaotic phenomenon
of coronary artery system, we could design the feedback
controller 𝑢(𝑡) to achieve the chaotic synchronization. The
controller 𝑢(𝑡) is the dosage of the single and double nitrate
isosorbide nitrate used for treatment of angina and other
diseases [12]. We control the dosage of the single and double
nitrate isosorbide nitrate to change blood vessel inner radius
and pressure and achieve chaotic synchronization of normal
and abnormal blood vessel, which can improve transport of
nutrients and oxygen to the heart.The diseased system can be
defined as the follows:

�̇�𝑠 (𝑡) = 𝐴𝑥𝑠 (𝑡) + 𝐶𝑓 (𝑥𝑠 (𝑡)) + V (𝑡) + 𝐷 (𝑡)
+ 𝑢 (𝑡 − 𝑟 (𝑡)) , (3)

where 𝑥𝑠(𝑡) = [𝑥𝑠1(𝑡), 𝑥𝑠2(𝑡)] is the state vector, 𝑓(𝑥𝑠(𝑡)) =[0, 𝑥3𝑠1(𝑡)] is nonlinear function vector, V(𝑡) = [0, 𝐸 cos𝜔𝑡]
represents period disturbance, (𝑡) = [1(𝑡), 2(𝑡)] represents
uncertain external disturbance. Our intent is to synchronize
the healthy and pathological coronary artery system, which
means resulting tracking error need be driven to zero. Hence,
defining 𝑒(𝑡) = 𝑥𝑠(𝑡) − 𝑥𝑚(𝑡), the error system based on (2)
and (3) can be presented as follows:

̇𝑒 (𝑡) = 𝐴𝑒 (𝑡) + 𝑢 (𝑡 − 𝑟 (𝑡)) + 𝐶𝑓 (𝑡) + 𝐷 (𝑡) , (4)
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where input time-delay 𝑟(𝑡) ∈ [𝑟𝑚, 𝑟𝑀], its derivative ̇𝑟(𝑡) ≤𝑟𝑑, 𝑟𝑚, 𝑟𝑀, and 𝑟𝑑 are given positive integers,𝑓(𝑡) = 𝑓(𝑥𝑠(𝑡))−𝑓(𝑥𝑚(𝑡)). Due to the time of drug absorption, we design
the state feedback controller 𝑢(𝑡 − 𝑟(𝑡)) = 𝐾[𝑥𝑠(𝑡 − 𝑟(𝑡)) −𝑥𝑚(𝑡−𝑟(𝑡))] to achieve the synchronization of the normal and
pathological coronary artery system.The error system can be
obtained:

̇𝑒 (𝑡) = 𝐴𝑒 (𝑡) + 𝐾𝑒 (𝑡 − 𝑟 (𝑡)) + 𝐶𝑓 (𝑡) + 𝐷 (𝑡) . (5)

In the paper, a controller obtained by feasible sets of 𝐾 is
designed to deal with the synchronization problem of chaotic
coronary artery system. In other words, our goal is to drive
pathological vessel into the trajectory of healthy vessel and
ensure asymptotically approaching zero for the error system.
To achieve the above proposed aim, we give the following
assumption and lemmas.

Assumption 1. A constant matrix 𝐿 with appropriate dimen-
sion satisfies

𝑓 (𝑥𝑠 (𝑡)) − 𝑓 (𝑥𝑚 (𝑡)) ≤ 𝐿 (𝑥𝑠 (𝑡) − 𝑥𝑚 (𝑡)) . (6)

From (4), the following inequality can be obtained:

𝑓𝑇 (𝑡) 𝑓 (𝑡) ≤ 𝐿𝑇𝐿𝑒𝑇 (𝑡) 𝑒 (𝑡) . (7)

Lemma 2 (see [24]). ℎ is a continuously differentiable func-
tion: [𝜗1, 𝜗2] → R𝑛. For symmetric matrices 𝑅 ∈ R𝑛∗𝑛,𝑀1,𝑀3 ∈ R3𝑛∗3𝑛, and any matrices 𝑀2 ∈ R3𝑛∗3𝑛, 𝑁1, 𝑁2 ∈
R3𝑛∗𝑛 are satisfying

[[
[
𝑀1 𝑀2 𝑁1∗ 𝑀3 𝑁2∗ ∗ 𝑄

]]
]
≥ 0. (8)

We can obtain the following inequality:

− ∫𝜗2
𝜗1

ℎ̇𝑇 (𝑢) 𝑅ℎ̇ (𝑢) 𝑑𝑢
≤ 𝜔𝑇1 (𝜗2 − 𝜗1) [𝑀1 + 13𝑀3]𝜔1

+ sym {𝜔𝑇1𝑁1𝜔2 + 𝜔𝑇1𝑁2𝜔3} ,
(9)

where

𝜔1 = [ℎ𝑇 (𝜗2) , ℎ𝑇 (𝜗1) , 1𝜗2 − 𝜗1 ∫
𝜗2

𝜗1

ℎ𝑇 (𝑢) 𝑑𝑢]𝑇 ,
𝜔2 = ℎ𝑇 (𝜗2) − ℎ𝑇 (𝜗1) ,
𝜔3 = 2𝜗2 − 𝜗1 ∫

𝜗2

𝜗1

ℎ𝑇 (𝑢) 𝑑𝑢 − ℎ𝑇 (𝜗2) − ℎ𝑇 (𝜗1) .
(10)

Lemma 3 (see [30]). Order matrix 𝑉 = 𝑉𝑇 ≥ 0 and
continuously differentiable function ℎ in [𝑒, 𝑓] → R𝑛. The
following inequality holds:

∫𝑓
𝑒
ℎ̇𝑇 (𝑢) 𝑉ℎ̇ (𝑢) 𝑑𝑢 ≥ 1𝑓 − 𝑒 [𝛾1𝑉𝛾1 + 𝛾2𝑉𝛾2] , (11)

where

𝛾1 = ℎ (𝑓) − ℎ (𝑒) ,
𝛾2 = √3 (𝑒) + √3 (𝑓) − 2√3𝑓 − 𝑒 ∫

𝑓

𝑒
ℎ (𝑢) 𝑑𝑢. (12)

Lemma 4 (see [25]). In an open subset𝐷 of 𝑅𝑚, order positive
value 𝐿 𝑖 : R𝑚 → 𝑅. The reciprocally convex combination of 𝐿 𝑖
is satisfying

min
[𝑏𝑖|𝑏𝑖>0,∑𝑖 𝑏𝑖=1]

∑
𝑖

1𝑏𝑖 𝐿 𝑖 (𝑡) = ∑
𝑖

𝐿 𝑖 (𝑡) + max
[𝐾𝑖,𝑗(𝑡)]

∑
𝑖 ̸=𝑗

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 {𝐾𝑖,𝑗 : R𝑚 → 𝑅,𝐾𝑖,𝑗 ≜ 𝐾𝑖,𝑗 (𝑡) , [ 𝐿 𝑖 (𝑡) 𝐾𝑖,𝑗 (𝑡)𝐾𝑖,𝑗 (𝑡) 𝐿𝑗 (𝑡) ] ≥ 0} .
(13)

Lemma 5 (see [22]). Order matrix 𝑊 = 𝑊𝑇 ≥ 0. For
continuously differentiable function ℎ ∈ [𝑏1, 𝑏2] → R𝑛, we can
obtain

∫𝑏2
𝑏1

∫𝑏2
𝑠
ℎ̇𝑇 (𝑢)𝑊ℎ̇ (𝑢) 𝑑𝑢 𝑑𝑠

≥ 2
(𝑏2 − 𝑏1)2 {]

𝑇
1 (𝑏1, 𝑏2)𝑊]1 (𝑏1, 𝑏2)

+ ]𝑇2 (𝑏1, 𝑏2)𝑊]2 (𝑏1, 𝑏2)} ,
(14)

where

]1 (𝑏1, 𝑏2) = (𝑏2 − 𝑏1) ℎ (𝑏2) − ∫𝑏2
𝑏1

ℎ (𝑠) 𝑑𝑠, (15)

]2 (𝑏1, 𝑏2) = √2 (𝑑2 − 𝑑1)2 ℎ (𝑏2) + √2∫𝑏2
𝑏1

ℎ (𝑠) 𝑑𝑠

− 3√2(𝑑2 − 𝑑1) ∫
𝑏2

𝑏1

∫𝑏2
𝑠
ℎ (𝑢) 𝑑𝑢 𝑑𝑠.

(16)
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3. 𝐻∞ Control for Synchronization of
Coronary Artery System

In this section, a novel synchronization criterion will be
mentioned on chaotic coronary artery system, which can
ensure that the error system asymptotically converges to the
zero. In other words, the synchronization will be achieved
between the normal and diseased blood vessels based on the
following theorem.

Theorem 6. Considering the states of error system (5) and
Assumption 1, the error system (5) is asymptotical convergence
to zero if there exist positive values 𝑟𝑚, 𝑟𝑀, 𝑟𝑑, 𝜅12, 𝜅13, 𝜅14,𝜅15, positive symmetric matrices 𝑃, 𝑅1, 𝑅2, 𝑅3, 𝑄1, 𝑄2, 𝑄3,𝑄4, symmetric matrices 𝑀1, 𝑀3, and appropriate dimensions
matric𝑀2,𝑁1,𝑁2, 𝑆1, 𝑆2, 𝐿, such that

𝑃 =
[[[[[[[[[[[[
[

→𝑃11 𝜅12→𝑃11 𝜅13→𝑃11 𝜅14→𝑃11 𝜅15→𝑃11
∗ →𝑃22 →𝑃23 →𝑃24 →𝑃25
∗ ∗ →𝑃33 →𝑃34 →𝑃35
∗ ∗ ∗ →𝑃44 →𝑃45
∗ ∗ ∗ ∗ →𝑃55

]]]]]]]]]]]]
]

≥ 0 (𝑃 ∈ 5𝑛 ∗ 5𝑛) , (17)

[[[[[[[[[[[[[[[[[[
[

Ψ 𝑟2𝑚]𝑇 𝑟𝑀𝑚]𝑇 𝑟3𝑚2 ]𝑇
𝑟3𝑀𝑚2 ]𝑇

→𝑃11 →𝑃11𝐿𝑇
∗ −→𝑃11𝑄−11 →𝑃11 0 0 0 0 0
∗ ∗ −→𝑃11𝑄−12 →𝑃11 0 0 0 0
∗ ∗ ∗ −→𝑃11𝑄−13 →𝑃11 0 0 0
∗ ∗ ∗ ∗ −→𝑃11𝑄−14 →𝑃11 0 0
∗ ∗ ∗ ∗ ∗ −𝐼 0
∗ ∗ ∗ ∗ ∗ ∗ −𝐼

]]]]]]]]]]]]]]]]]]
]

< 0, (18)

[[[
[

�̃�1 �̃�2 �̃�1
∗ �̃�3 �̃�2
∗ ∗ 𝑄1

]]]
]
≥ 0, (19)

[ 𝑄2 𝑆𝑑
∗ 𝑄2 ] ≥ 0, (𝑑 = 1, 2) , (20)

where

Ψ = 5∑
𝑖=1

[Υ̃𝑇𝑖 𝐹𝑖 + 𝐹𝑇𝑖 Υ̃𝑖] + �̃� + �̃� + 𝑟4𝑚𝜔𝑇1 (𝑀1 + 13
⋅ 𝑀3)𝜔1 + 𝑟3𝑚sym {𝜔𝑇1𝑁1𝜔2 + 𝜔𝑇1𝑁2𝜔3}
+ 7∑
𝑖=4

𝜔𝑇𝑖 𝑄2𝜔𝑖 − 𝜔𝑇4 𝑆1𝜔6 − 𝜔𝑇6 𝑆𝑇1𝜔4 − 𝜔𝑇5 𝑆2𝜔7
− 𝜔𝑇7 𝑆𝑇2𝜔5 − 𝑟2𝑚 9∑

𝑖=8

𝜔𝑇𝑖 𝑄3𝜔𝑖 − 𝑟2𝑀𝑚 11∑
𝑖=10

𝜔𝑇𝑖 𝑄4𝜔𝑖,
→𝑃11 = 𝑃−111 ,

Υ̃1 = ] = 𝐴→𝑃11𝑛1 + 𝐾→𝑃11𝑛3 + 𝐶𝑛11 + 𝐷𝑛12,
Υ̃2 = 𝑛1 − 𝑛2,
Υ̃3 = 𝑛2 − 𝑛4,
Υ̃4 = 𝑟𝑚𝑛1 − 𝑛5,
Υ̃5 = 𝑟𝑀𝑚𝑛2 − 𝑛6,
𝐹1 = 𝑛1𝐼 + 𝜅12𝑛5𝐼 + 𝜅13𝑛6𝐼 + 𝜅14𝑛7𝐼 + 𝜅15𝑛8𝐼,
𝐹2 = 𝜅12→𝑃11𝑛1 + →𝑃22𝑛5 + →𝑃23𝑛6 + →𝑃24𝑛7 + →𝑃25𝑛8,
𝐹3 = 𝜅13→𝑃11𝑛1 + →𝑃𝑇23𝑛5 + →𝑃33𝑛6 + →𝑃34𝑛7 + →𝑃35𝑛8,
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𝐹4 = 𝜅14→𝑃11𝑛1 + →𝑃𝑇24𝑛5 + →𝑃𝑇34𝑛6 + →𝑃44𝑛7 + →𝑃45𝑛8,
𝐹5 = 𝜅15→𝑃11𝑛1 + →𝑃𝑇25𝑛5 + →𝑃𝑇35𝑛6 + →𝑃𝑇45𝑛7 + →𝑃55𝑛8,
�̃� = diag {�̃�1 + �̃�2 + �̃�3, −�̃�2, − (1 − 𝑟𝑑) �̃�1,

− �̃�3, 0, 0, 0, 0, 0, 0, 0, 0} ,
�̃� = 𝐻1 + 𝐻2 = {𝐼 + 𝐿𝑇𝐿, 0, 0, 0, 0, 0, 0, 0, 0, 0, −𝐼,

− 𝛽2𝐼} ,
𝜔1 = {𝑛1, 𝑛2, 𝑛5}𝑇 ,
𝜔2 = 𝑛1 − 𝑛2,
𝜔3 = 2𝑛5 − 𝑛1 − 𝑛2,
𝜔4 = 𝑛2 − 𝑛3,
𝜔5 = √3𝑛2 + √3𝑛3 − 2√3𝑛9,
𝜔6 = 𝑛3 − 𝑛4,
𝜔7 = √3𝑛3 + √3𝑛4 − 2√3𝑛10,
𝜔8 = 𝑟𝑚𝑛1 − 𝑛5,
𝜔9 = √2𝑟𝑚2 𝑛1 + √2𝑛5 − 3√2𝑟𝑚 𝑛7,
𝜔10 = 𝑟𝑀𝑚𝑛2 − 𝑛6,
𝜔11 = √2𝑟𝑀𝑚2 𝑛2 + √2𝑛6 − 3√2𝑟𝑀𝑚 𝑛8,
𝑟𝑀𝑚 = 𝑟𝑀 − 𝑟𝑚,
𝑛𝑘 (𝑘 = 1, . . . , 12) ∈ 𝑅12𝑛∗𝑛 {e.g. 𝑛2

= [0, 0, 𝐼, 0, 0, 0, 0, 0, 0, 0, 0, 0]} .
(21)

Proof. LKF can be constructed as follows:

𝑉 (𝑡) = 4∑
𝑖=1

𝑉𝑖 (𝑡) , (22)

where

𝑉1 = 𝜛𝑇 (𝑡) 𝑃𝜛 (𝑡) , (23)

𝑉2
= ∫𝑡
𝑡−𝑟(𝑡)

𝑒𝑇 (𝑠) 𝑅1𝑒 (𝑠) 𝑑𝑠 + ∫𝑡
𝑡−𝑟𝑚

𝑒𝑇 (𝑠) 𝑅2𝑒 (𝑠) 𝑑𝑠
+ ∫𝑡
𝑡−𝑟𝑀

𝑒𝑇 (𝑠) 𝑅3𝑒 (𝑠) 𝑑𝑠,
(24)

𝑉3
= 𝑟3𝑚 ∫0

−𝑟𝑚

∫𝑡
𝑡+𝑠

̇𝑒𝑇 (𝑢)𝑄1 ̇𝑒 (𝑢) 𝑑𝑢 𝑑𝑠
+ 𝑟𝑀𝑚 ∫−𝑟𝑚

−𝑟𝑀

∫𝑡
𝑡+𝑠

̇𝑒𝑇 (𝑢)𝑄2 ̇𝑒 (𝑢) 𝑑𝑢 𝑑𝑠,
(25)

𝑉4
= 𝑟4𝑚2 ∫𝑡

𝑡−𝑟𝑚

∫𝑡
𝑠
∫𝑡
𝑢

̇𝑒𝑇 (V) 𝑄3 ̇𝑒 (V) 𝑑V 𝑑𝑢 𝑑𝑠

+ 𝑟4𝑀𝑚2 ∫𝑡−𝑟𝑚
𝑡−𝑟𝑀

∫𝑡−𝑟𝑚
𝑠

∫𝑡
𝑢

̇𝑒𝑇 (V) 𝑄4 ̇𝑒 (V) 𝑑V 𝑑𝑢 𝑑𝑠,
(26)

𝜛𝑇 (𝑡) = [𝑒 (𝑡) , 𝑑1 (𝑡) , 𝑑2 (𝑡) , 𝑑3 (𝑡) , 𝑑4 (𝑡)] ,
𝑑1 (𝑡) = ∫𝑡

𝑡−𝑟𝑚

𝑒𝑇 (𝑠) 𝑑𝑠,
𝑑2 (𝑡) = ∫𝑡−𝑟𝑚

𝑡−𝑟𝑀

𝑒𝑇 (𝑠) 𝑑𝑠,
𝑑3 (𝑡) = ∫𝑡

𝑡−𝑟𝑚

∫𝑡
𝑠
𝑒𝑇 (𝑢) 𝑑𝑢 𝑑𝑠,

𝑑4 (𝑡) = ∫𝑡−𝑟𝑚
𝑡−𝑟𝑀

∫𝑡−𝑟𝑚
𝑠

𝑒𝑇 (𝑢) 𝑑𝑢 𝑑𝑠.

(27)

Based on the above condition, the derivative of 𝑉(𝑡) can be
obtained:

�̇� (𝑡) = 4∑
𝑖=1

�̇�𝑖 (𝑡) , (28)

where

�̇�1 (𝑡) = 2�̇�𝑇 (𝑡) 𝑃𝜛 (𝑡) = 2 ̇𝑒𝑇 (𝑡) [𝑃11𝑒 (𝑡) + 𝜅12𝑃11𝑑1
+ 𝜅13𝑃11𝑑2 + 𝜅14𝑃11𝑑3 + 𝜅14𝑃11𝑑4] + 2𝛼𝑇1 (𝑡)
⋅ [𝜅12𝑃𝑇11𝑒 (𝑡) + 𝑃22𝑑1 (𝑡) + 𝑃23𝑑2 (𝑡) + 𝑃24𝑑3 (𝑡)
+ 𝑃25𝑑4 (𝑡)] + 2𝛼𝑇2 (𝑡) [𝜅13𝑃𝑇11𝑒 (𝑡) + 𝑃𝑇23𝑑1 (𝑡)
+ 𝑃33𝑑2 (𝑡) + 𝑃34𝑑3 (𝑡) + 𝑃35𝑑4 (𝑡)] + 2𝛼𝑇3 (𝑡)
⋅ [𝜅14𝑃𝑇11𝑒 (𝑡) + 𝑃𝑇24𝑑1 (𝑡) + 𝑃𝑇34𝑑2 (𝑡) + 𝑃44𝑑3 (𝑡)
+ 𝑃45𝑑4 (𝑡)] + 2𝛼𝑇4 (𝑡) [𝜅15𝑃𝑇11𝑒 (𝑡) + 𝑃𝑇25𝑑1 (𝑡)
+ 𝑃𝑇35𝑑2 (𝑡) + 𝑃𝑇45𝑑3 (𝑡) + 𝑃55𝑑4 (𝑡)] = 𝜂𝑇 (𝑡)
⋅ 5∑
𝑖=1

sym {Υ𝑇𝑖 𝐹𝑖} 𝜂 (𝑡) ,

(29)
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�̇�2 (𝑡) = 3∑
𝑖=1

𝑒𝑇 (𝑡) 𝑅𝑖𝑒 (𝑡) − (1 − ̇𝑟 (𝑡)) 𝑒𝑇 (𝑡 − 𝑟 (𝑡))
⋅ 𝑅1𝑒 (𝑡 − 𝑟 (𝑡)) − 𝑒𝑇 (𝑡 − 𝑟𝑚) 𝑅2𝑒 (𝑡 − 𝑟𝑚) − 𝑒𝑇 (𝑡
− 𝑟𝑀) 𝑅3𝑒 (𝑡 − 𝑟𝑀) ≤ 𝜂𝑇 (𝑡) 𝑅𝜂 (𝑡) ,

(30)

�̇�3 (𝑡) = ̇𝑒𝑇 (𝑡) [𝑟4𝑚𝑄1 + 𝑟2𝑀𝑚𝑄2] ̇𝑒 (𝑡) + 3∑
𝑖=1

𝜉𝑖 = 𝜂𝑇 (𝑡)

⋅ ]𝑇𝑊1]𝜂 (𝑡) + 3∑
𝑖=1

𝜉𝑖,
(31)

�̇�4 (𝑡) = 𝑟4𝑚2 ∫𝑡
𝑡−𝑟𝑚

∫𝑡
𝑠
[ ̇𝑒𝑇 (𝑡) 𝑄3 ̇𝑒 (𝑡)

− ̇𝑒𝑇 (𝑢)𝑄3 ̇𝑒 (𝑢)] 𝑑𝑢 𝑑𝑠 + 𝑟4𝑀𝑚2
⋅ ∫𝑡−𝑟𝑚
𝑡−𝑟𝑀

∫𝑡−𝑟𝑚
𝑠

[ ̇𝑒𝑇 (𝑡) 𝑄4 ̇𝑒 (𝑡)
− ̇𝑒𝑇 (𝑢)𝑄4 ̇𝑒 (𝑢)] 𝑑𝑢 𝑑𝑠 = 𝜂𝑇 (𝑡)
⋅ ]𝑇𝑊2]𝜂 (𝑡) + 5∑

𝑖=4

𝜉𝑖,

(32)

with

𝜂𝑇 (𝑡) = {𝑒𝑇 (𝑡) , 𝑒𝑇 (𝑡 − 𝑟𝑚) , 𝑒𝑇 (𝑡 − 𝑟 (𝑡)) , 𝑒𝑇 (𝑡 − 𝑟𝑀) ,
𝑑1 (𝑡) , 𝑑2 (𝑡) , 𝑑3 (𝑡) , 𝑑4 (𝑡) , 𝑑5 (𝑡) , 𝑑6 (𝑡) , 𝑓𝑇 (𝑡) , 𝑇 (𝑡)} ,

𝛼1 = 𝑒 (𝑡) − 𝑒 (𝑡 − 𝑟𝑚) ,
𝛼2 = 𝑒 (𝑡 − 𝑟𝑚) − 𝑒 (𝑡 − 𝑟𝑀) ,
𝛼3 = 𝑟𝑚𝑒 (𝑡) − 𝑑1 (𝑡) ,
𝛼4 = 𝑟𝑀𝑚𝑒 (𝑡 − 𝑟𝑚) − 𝑑2 (𝑡) ,
Υ1 = 𝐴𝑛1 + 𝐴1𝑛3 + 𝐶𝑛11 + 𝐷𝑛12,
Υ2 = 𝑛1 − 𝑛2,
Υ3 = 𝑛2 − 𝑛4,
Υ4 = 𝑟𝑚𝑛1 − 𝑛5,
Υ5 = 𝑟𝑀𝑚𝑛2 − 𝑛6,
𝐹1 = 𝑃11𝑛1 + 𝜅12𝑃11𝑛5 + 𝜅13𝑃11𝑛6 + 𝜅14𝑃11𝑛7

+ 𝜅15𝑃11𝑛8,
𝐹2 = 𝜅12𝑃𝑇11𝑛1 + 𝑃22𝑛5 + 𝑃23𝑛6 + 𝑃24𝑛7 + 𝑃25𝑛8,
𝐹3 = 𝜅13𝑃𝑇11𝑛1 + 𝑃𝑇23𝑛5 + 𝑃33𝑛6 + 𝑃34𝑛7 + 𝑃35𝑛8,
𝐹4 = 𝜅14𝑃𝑇11𝑛1 + 𝑃𝑇24𝑛5 + 𝑃𝑇34𝑛6 + 𝑃44𝑛7 + 𝑃45𝑛8,
𝐹5 = 𝜅15𝑃𝑇11𝑛1 + 𝑃𝑇25𝑛5 + 𝑃𝑇35𝑛6 + 𝑃𝑇45𝑛7 + 𝑃55𝑛8,
𝑅 = diag {𝑅1 + 𝑅2 + 𝑅3, −𝑅2, − (1 − 𝑟𝑑) 𝑅1,

− 𝑅3, 0, 0, 0, 0, 0, 0, 0, 0} ,
𝑊1 = 𝑟4𝑚𝑄1 + 𝑟2𝑀𝑚𝑄2,
𝑊2 = 𝑟6𝑚4 𝑄3 + 𝑟6𝑀𝑚4 𝑄4,
] = 𝐴𝑛1 + 𝐾𝑛3 + 𝐶𝑛11 + 𝐷𝑛12,
𝜉1 = −𝑟3𝑚 ∫𝑡

𝑡−𝑟𝑚

̇𝑒𝑇 (𝑠) 𝑄1 ̇𝑒 (𝑠) 𝑑𝑠,
𝜉2 = −𝑟𝑀𝑚 ∫𝑡−𝑟𝑚

𝑡−𝑟(𝑡)
̇𝑒𝑇 (𝑠) 𝑄2 ̇𝑒 (𝑠) 𝑑𝑠,

𝜉3 = −𝑟𝑀𝑚 ∫𝑡−𝑟(𝑡)
𝑡−𝑟𝑀

̇𝑒𝑇 (𝑠) 𝑄2 ̇𝑒 (𝑠) 𝑑𝑠,
𝜉4 = −𝑟4𝑚2 ∫𝑡

𝑡−𝑟𝑚

∫𝑡
𝑠

̇𝑒𝑇 (𝑢)𝑄3 ̇𝑒 (𝑢) 𝑑𝑢 𝑑𝑠,
𝜉5 = −𝑟4𝑀𝑚2 ∫𝑡−𝑟𝑚

𝑡−𝑟𝑀

∫𝑡−𝑟𝑚
𝑠

̇𝑒𝑇 (𝑢)𝑄4 ̇𝑒 (𝑢) 𝑑𝑢 𝑑𝑠,
𝑑5 (𝑡) = 1𝑟 (𝑡) − 𝑟𝑚 ∫

𝑡−𝑟𝑚

𝑡−𝑟(𝑡)
𝑒𝑇 (𝑠) 𝑑𝑠,

𝑑6 (𝑡) = 1𝑟𝑀 − 𝑟 (𝑡) ∫
𝑡−𝑟(𝑡)

𝑡−𝑟(𝑀)
𝑒𝑇 (𝑠) 𝑑𝑠.

(33)

According to Lemmas 2 and 3, we can get

[[
[
𝑀1 𝑀2 𝑁1∗ 𝑀3 𝑁2∗ ∗ 𝑄1

]]
]
≥ 0, (34)

𝜉1 (𝑡) ≤ 𝑟4𝑚𝜐𝑇1 (𝑡 − 𝑟𝑚, 𝑡) [𝑀1 + 13𝑀3] 𝜐1 (𝑡, 𝑡 − 𝑟𝑚)
+ 𝑟3𝑚 sym {𝜐𝑇1 (𝑡 − 𝑟𝑚, 𝑡)𝑁1𝜐2 (𝑡 − 𝑟𝑚, 𝑡)
+ 𝜐𝑇1 (𝑡 − 𝑟𝑚, 𝑡)𝑁2𝜐3 (𝑡 − 𝑟𝑚, 𝑡)} ,

(35)

𝜉2 (𝑡) ≤ − 1𝜃1 [𝜐𝑇4 (𝑡) 𝑄2𝜐4 (𝑡) + 𝜐𝑇5 (𝑡) 𝑄2𝜐5 (𝑡)] , (36)

𝜉3 (𝑡) ≤ − 1𝜃2 [𝜐𝑇6 (𝑡) 𝑄2𝜐6 (𝑡) + 𝜐𝑇7 (𝑡) 𝑄2𝜐7 (𝑡)] , (37)

where

𝜃1 = 𝑟 (𝑡) − 𝑟𝑚𝑟𝑀𝑚 ,
𝜃2 = 𝑟𝑀 − 𝑟 (𝑡)𝑟𝑀𝑚 ,
𝜐1 = [𝑒𝑇 (𝑡) , 𝑒𝑇 (𝑡 − 𝑟𝑚) , 1𝑟𝑚 ∫

𝑡

𝑡−𝑟𝑚

𝑒𝑇 (𝑠) 𝑑𝑠] ,
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𝜐2 = 𝑒𝑇 (𝑡) − 𝑒𝑇 (𝑡 − 𝑟𝑚) ,
𝜐3 = 2𝑟𝑚 ∫

𝑡

𝑡−𝑟𝑚

𝑒𝑇 (𝑠) 𝑑𝑠 − 𝑒𝑇 (𝑡) − 𝑒𝑇 (𝑡 − 𝑟𝑚) ,
𝜐4 = 𝑒 (𝑡 − 𝑟𝑚) − 𝑒 (𝑡 − 𝑟 (𝑡)) ,
𝜐5 = √3𝑒 (𝑡 − 𝑟𝑚) + √3𝑒 (𝑡 − 𝑟 (𝑡)) − 2√3𝑑5 (𝑡) ,
𝜐6 = 𝑒 (𝑡 − 𝑟 (𝑡)) − 𝑒 (𝑡 − 𝑟𝑀) ,
𝜐7 = √3𝑒 (𝑡 − 𝑟 (𝑡)) + √3𝑒 (𝑡 − 𝑟𝑀) − 2√3𝑑6 (𝑡) .

(38)

From inequality (35), we have

𝜉1 (𝑡) ≤ 𝜂𝑇 (𝑡) 𝑟3𝑚 {𝑟𝑚𝜔𝑇1 [𝑀1 + 13𝑀3]𝜔1
+ sym [𝜔𝑇1𝑁1𝜔2 + 𝜔𝑇1𝑁2𝜔3]} 𝜂 (𝑡) .

(39)

The real numbers 𝜃1, 𝜃2 satisfy 𝜃1 > 0, 𝜃2 > 0, and 𝜃1 +𝜃2 = 1.
Then appropriate dimensions matrices 𝑆1, 𝑆2 are introduced,
such that

[𝑄2 𝑆1∗ 𝑄2] ≥ 0,

[𝑄2 𝑆2∗ 𝑄2] ≥ 0.
(40)

Applying Lemma 4 to inequalities (36) (37), we have

𝜉2 (𝑡) + 𝜉3 (𝑡) ≤ −( 1𝜃1 𝜐𝑇4 (𝑡) 𝑄2𝜐4 (𝑡)
+ 1𝜃2 𝜐𝑇6 (𝑡) 𝑄2𝜐6 (𝑡)) − ( 1𝜃1 𝜐𝑇5 (𝑡) 𝑄2𝜐5 (𝑡)

+ 1𝜃2 𝜐𝑇7 (𝑡) 𝑄2𝜐7 (𝑡)) ≤ −[𝜐4 (𝑡)𝜐6 (𝑡)]
𝑇

⋅ [𝑄2 𝑆1∗ 𝑄2][
𝜐4 (𝑡)𝜐6 (𝑡)] − [𝜐5 (𝑡)𝜐7 (𝑡)]

𝑇

⋅ [𝑄2 𝑆2∗ 𝑄2][
𝜐5 (𝑡)𝜐7 (𝑡)] = −𝜂𝑇 (𝑡) [ 7∑

𝑖=4

𝜔𝑇𝑖 𝑄2𝜔𝑖

+ 𝜔𝑇4 𝑆1𝜔6 + 𝜔𝑇6 𝑆𝑇1𝜔4 + 𝜔𝑇5 𝑆2𝜔7 + 𝜔𝑇7 𝑆𝑇2𝜔5] 𝜂 (𝑡) .

(41)

Using Lemma 5, 𝜉4(𝑡), 𝜉5(𝑡) can be transformed as follows:

𝜉4 (𝑡) ≤ −𝑟2𝑚 [𝜏1 (𝑡)𝜏2 (𝑡)]
𝑇 [𝑄3 0

∗ 𝑄3][
𝜏1 (𝑡)𝜏2 (𝑡)]

= −𝜂𝑇 (𝑡) 𝑟2𝑚 9∑
𝑖=8

𝜔𝑇𝑖 𝑄3𝜔𝑖𝜂 (𝑡) ,

𝜉5 (𝑡) ≤ −𝑟2𝑀𝑚 [𝜏3 (𝑡)𝜏4 (𝑡)]
𝑇 [𝑄4 0

∗ 𝑄4][
𝜏3 (𝑡)𝜏4 (𝑡)]

= −𝜂𝑇 (𝑡) 𝑟2𝑀𝑚 11∑
𝑖=10

𝜔𝑇𝑖 𝑄4𝜔𝑖𝜂 (𝑡) ,

(42)

where

𝜏1 (𝑡) = 𝑟𝑚𝑒 (𝑡) − 𝑑1 (𝑡) ,
𝜏2 (𝑡) = √2𝑟𝑚2 2 (𝑡) + √2𝑑1 (𝑡) − 3√2𝑟𝑚 𝑑3 (𝑡) ,
𝜏3 (𝑡) = 𝑟𝑀𝑚𝑒 (𝑡 − 𝑟𝑚) − 𝑑2 (𝑡) ,
𝜏4 (𝑡) = √2𝑟 −𝑀𝑚2 𝑒 (𝑡 − 𝑟𝑚) + √2𝑑2 (𝑡)

− 3√2𝑟𝑀𝑚 𝑑4 (𝑡) ,

(43)

Next, we define a performance index 𝐽(𝑒(𝑡), (𝑡)) to study𝐻∞
performance:

𝐽 (𝑒 (𝑡) ,  (𝑡))
= ∫∞
0

[𝑒𝑇 (𝑢) 𝑒 (𝑢) − 𝛽2𝑇 (𝑢)  (𝑢)] 𝑑𝑢. (44)

Under the zero initial conditions, we can obtain

𝐽 (𝑒 (𝑡) ,  (𝑡))
= ∫∞
0

[𝑒𝑇 (𝑡) 𝑒 (𝑡) − 𝛽2𝑇 (𝑡)  (𝑡) + �̇� (𝑡)] 𝑑𝑡
− 𝑉 (𝑡)𝑡→∞ ≤ ∫∞

0
[𝑒𝑇 (𝑡) 𝑒 (𝑡) − 𝛽2𝑇 (𝑡)  (𝑡)

+ �̇� (𝑡)] 𝑑𝑡 = ∫∞
0

𝜂𝑇 (𝑡) {Δ + ]𝑇 (𝑊1 +𝑊2) ]}
⋅ 𝜂 (𝑡) 𝑑𝑡,

(45)

where

Δ = 5∑
𝑖=1

[Υ𝑇𝑖 𝐹𝑖 + 𝐹𝑇𝑖 Υ𝑖] + 𝑅 + 𝐻1 + 𝐻2
+ 𝑟4𝑚𝜔𝑇1 (𝑀1 + 13𝑀3)𝜔1
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+ 𝑟3𝑚 sym {𝜔𝑇1𝑁1𝜔2 + 𝜔𝑇1𝑁2𝜔3}
+ 7∑
𝑖=4

𝜔𝑇𝑖 𝑄2𝜔𝑖 − 𝜔𝑇4 𝑆1𝜔6 − 𝜔𝑇6 𝑆𝑇1𝜔4 − 𝜔𝑇5 𝑆2𝜔7
− 𝜔𝑇7 𝑆𝑇2𝜔5 − 𝑟2𝑚 9∑

𝑖=8

𝜔𝑇𝑖 𝑄3𝜔𝑖
− 𝑟2𝑀𝑚 11∑

𝑖=10

𝜔𝑇𝑖 𝑄4𝜔𝑖,
𝐻1 = diag {𝐿𝑇𝐿, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, −𝐼, 0} ,
𝐻2 = diag {𝐼, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, −𝛽2𝐼} .

(46)

Ordering disturbance attenuation parameter 𝛽 > 0 and
matric Ψ = Δ + ]𝑇(𝑊1 +𝑊2)], we can get

𝐽 (𝑒 (𝑡) ,  (𝑡)) ≤ 𝜂𝑇 (𝑡) Ψ𝜂 (𝑡) . (47)

To apply congruence transform, multiplying both sides ofΨ with diag(𝑃−111 , . . . , 𝑃−111⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
10

, 𝐼, 𝐼) and employing Schur comple-

ments, inequality (18) can be induced. Similarly, multiplying
both sides of matric (34) with diag(𝑃−111 , . . . , 𝑃−111⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

7

) and matric

(40) with diag(𝑃−111 , 𝑃−111 ), we can get inequality (19) (20),
where

𝑄𝑥 = →𝑃11𝑄𝑥→𝑃11, (𝑥 = 1, 2, 3, 4) ,
�̃�𝑦 = →𝑃11�̃�𝑦→𝑃11,
�̃�𝑦 = →𝑃11�̃�𝑦→𝑃11, (𝑦 = 1, 2, 3) ,
�̃�𝑑 = →𝑃11�̃�𝑑→𝑃11,
𝑆𝑑 = →𝑃11𝑆𝑑→𝑃11,
�̃�𝑑 = →𝑃11�̃�𝑑→𝑃11, (𝑑 = 1, 2) ,
→𝑃 𝑖𝑗 = →𝑃11𝑃𝑖𝑗→𝑃11 (𝑖, 𝑗 = 1, 2, 3, 4, 5) ,
𝐹 = 𝐾→𝑃11.

(48)

This completes the proof.

Due to presence of nonlinear terms in the form of→𝑃11𝑄𝑥→𝑃11 (𝑥 = 1, 2, 3, 4), we cannot obtain a feasible
solution by LMI tool box. To solve this problem, the cone
complementary linearization algorithm (CCLA) is proposed
[23]. Define new variable 𝑇𝑥 (𝑥 = 1, 2, 3, 4) satisfying

→𝑃11𝑄𝑥→𝑃11 ≥ 𝑇𝑥 (𝑥 = 1, 2, 3, 4) . (49)

Applying Schur complements, expression (49) can be in-
duced as follows:

[
[
−𝑄−1𝑥 →𝑃−111
∗ −𝑇−1𝑥

]
]
≤ 0, (𝑥 = 1, 2, 3, 4) . (50)

Set 𝑌𝑥 = 𝑄−1𝑥 , 𝑃𝑛 = →𝑃−111 , 𝑈𝑥 = 𝑇−1𝑥 . From (50), we have

[ −𝑌𝑥 𝑃𝑛∗ −𝑈𝑥 ] ≤ 0, (𝑥 = 1, 2, 3, 4) . (51)

Then, the nonlinear optimization problem can be repre-
sented:

min tr(→𝑃11𝑃𝑛 + 4∑
𝑥=1

(𝑌𝑥𝑄𝑥 + 𝑈𝑥𝑇𝑥)) , (52)

subject to formulas (18)–(20) and (51):

[[[[[[[[[[[[[[[
[

Ψ 𝑟2𝑚]𝑇 𝑟𝑀𝑚]𝑇 𝑟3𝑚2 ]𝑇
𝑟3𝑀𝑚2 ]𝑇

→𝑃11 →𝑃11𝐿𝑇∗ −𝐺1 0 0 0 0 0
∗ ∗ −𝐺2 0 0 0 0
∗ ∗ ∗ −𝐺3 0 0 0
∗ ∗ ∗ ∗ −𝐺4 0 0
∗ ∗ ∗ ∗ ∗ −𝐼 0
∗ ∗ ∗ ∗ ∗ ∗ −𝐼

]]]]]]]]]]]]]]]
]

, (53)

[→𝑃11 𝐼
∗ 𝑃𝑛] ≥ 0,

[𝑌𝑥 𝐼
∗ 𝑄𝑥] ≥ 0,

[𝑈𝑥 𝐼
∗ 𝑇𝑥] ≥ 0,

(𝑥 = 1, 2, 3, 4) .

(54)

Thus, the minimization problem (53) (54) can be solved by
the following iterative algorithm.

Algorithm 7. (i) For given scalars 𝑟𝑚, 𝑟𝑀, 𝑟𝑑, 𝜅1𝑗 (𝑗 =
2, 3, 4, 5), find a feasible set (→𝑃011, 𝑃0𝑛 , 𝑌𝑥, 𝑄0𝑥, 𝑈0𝑥, 𝑇0𝑥 , 𝐹0) of
LMI in (54). If there is none, exit. Set 𝑏 = 0. (ii) Solve
minimization problem with a feasible set:

(→𝑃011, 𝑃0𝑛 , 𝑌𝑥, 𝑄0𝑥, 𝑈0𝑥, 𝑇0𝑥 , 𝐹0) . (55)

Minimize

tr(→𝑃𝑏11𝑃𝑛 + 𝑃𝑏𝑛→𝑃11
+ 4∑
𝑥=1

(𝑌𝑏𝑥𝑄𝑥 + 𝑄𝑏𝑥𝑌𝑥 + 𝑈𝑏𝑥𝑇𝑥 + 𝑇𝑏𝑥𝑈𝑥))
(56)
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Figure 1: The trajectory of chaotic coronary artery system without
disturbance and controller.

subject to LMI (54). Set →𝑃𝑏+111 = →𝑃11, 𝑃𝑏+1𝑛 = 𝑃𝑛, 𝑌𝑏+1𝑥 = 𝑌𝑥,𝑄𝑏+1𝑥 = 𝑄𝑥, 𝑈𝑏+1𝑥 = 𝑈𝑥, 𝑇𝑏+1𝑥 = 𝑇𝑥, 𝐹𝑏+1 = 𝐹. (iii) If linear
matrix inequalities (18)–(20) are feasible for 𝐾 = 𝐹→𝑃−111 , then
drop out. Otherwise, set 𝑏 = 𝑏 + 1 and go to item (ii).

4. Simulation

The simulation will be exploited to express the effectiveness
of the above theoretical results. To simulate normal states of
blood vessel, give the parameters 𝑐 = 0.15, 𝑑 = −1.7, 𝐸 = 0.3,𝜔 = 1 [12]. The chaotic response can be diversiform with
the change of 𝜏. It means that the changes of pathological
blood vessels may be induced by different parameter 𝜏. As𝜏 = −0.5, coronary artery system (1) will show the very
complex dynamic behavior. The bifurcation diagram of sys-
tem (1) is shown in Figure 1 without external disturbance and
controller. The single and double nitrate isosorbide nitrate
(controller 𝑢) is quickly absorbed by patients; blood vessels
will dilate and increase blood supply to the heart muscle,
which effectively relieves angina symptoms. To demonstrate
the fact, order initial matrices 𝐴, 𝐶, 𝐷, 𝐿 and the initial state
vectors 𝑥𝑚(0), 𝑥𝑠(0) as follows:

𝐴 = [−0.15 1.7
0.575 −0.35] ,

𝐶 = [5 0
0 5] ,

𝐷 = [1 0
0 1] ,

𝐿 = [0 0
0 0.36] ,
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Figure 2: State responses of error system (5) without controller.

𝑥𝑚 (0) = [0.5, 0] ,
𝑥𝑠 (0) = [−1, 1.5] .

(57)

Then, to solute chaotic behavior and investigate external
disturbance on the system performance, the control signal𝑢(𝑡) and the external disturbance signal (𝑡) are imposed on
system (3), where (𝑡) = [sin(40𝑡), sin(30𝑡)]. For simplicity
of calculation, order 𝜅12, 𝜅13, 𝜅14, 𝜅15 = 0. Based on the
above condition, Figure 2 shows the trajectories and error
states of error systemwithout controller𝑢(𝑡), which illustrates
synchronization error is not asymptotical to approach zero,
where 𝑒𝑖(𝑡) = 𝑥𝑠𝑖 − 𝑥𝑚𝑖 (𝑖 = 1, 2) represent the inner radius
deviation and the pressure changes between healthy and
pathological system; thus the states of abnormal system are
not gradually tracking the normal states without controller𝑢(𝑡). In order to synchronize the above systems, we formulate𝐻∞ control strategy with the conditions of 𝑟𝑚 = 0.05, 𝑟𝑀 =0.25, 𝑟𝑑 = 0.2 and obtain the three situations of controller gain
matrices. (i) When input time-delay 𝑟(𝑡) = 0.02 + 0.1𝑠 sin(𝑡)
and disturbance attenuation parameter 𝛽 = 0.38 applying
Theorem 6, we can get

𝐾1 = [0.6959 0.1733
0.1715 0.6175] . (58)

The response of system (5) with 𝑢(𝑡) is revealed in Figure 3.
(ii) When input time-delay 𝑟(𝑡) = 0.095 + 0.09 sin(𝑡)
and disturbance attenuation parameter 𝛽 = 0.39 applying
Theorem 6, we can get

𝐾2 = [0.7510 0.2096
0.2075 0.6550] . (59)
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Figure 3: State responses of error system (5) with controller gain
matrix 𝐾1.
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Figure 4: State responses of error system (5) with controller gain
matrix 𝐾2.

The response of system (5) with 𝑢(𝑡) is revealed in Figure 4.
(iii) When input time-delay 𝑟(𝑡) = 0.1 + 0.1 sin(𝑡) and
disturbance attenuation parameter 𝛽 = 0.40 applying
Theorem 6, we can get

𝐾3 = [0.7563 0.2038
0.2017 0.6620] (60)

The response of system (5) with 𝑢(𝑡) is revealed in Figure 5.
Under the effect of the aforementioned controller, we can see
that the error system asymptotically converges to the zero
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Figure 5: State responses of error system (5) with controller gain
matrix 𝐾3.

in Figures 3–5, which shows that the states of pathological
system are gradually tracking the healthy states. As we can
see from Figure 5, 𝐻∞ control can reduce the effect of the
disturbance signal (𝑡) and drive unhealthy vessel into the
normal orbit in the shortest time, when given input time-
delay 𝑟(𝑡) = 0.1 + 0.1 sin(𝑡) and disturbance attenuation
parameter 𝛽 = 0.40. It is seen that the strategy of 𝐻∞
control is efficient for the synchronization of coronary artery
input time-delay system with external disturbance. Hence,
the method has some theory and practice value for the
treatment of angina symptoms. In addition, our approaches
are advantageous in many input time-delay circumstances
and it is worthless to elaborate in all aspects for brevity.

5. Conclusions

This paper has studied the problem of 𝐻∞ control for syn-
chronization of the coronary artery input time-delay system
with disturbance. Based on triple integral form of Lyapunov-
Krasovskii functionals, a sufficient condition has been estab-
lished to ensure asymptotical convergence to zero for the
error system under a given 𝐻∞ performance level. More-
over, the free-matrix-based integral inequality, Wirtinger-
based integral inequality, and reciprocal convex combination
approach are used to obtain less conservatism. Furthermore,
a novel 𝐻∞ controller guaranteeing synchronization for
master-slave system is designed under the above proposed
conditions, which means the states of pathological vessel
are gradually tracking the healthy states. Finally, simulation
result demonstrates the effectiveness and feasibility of the
presented strategies. Meanwhile, the research is especially
significant to cure angina symptoms. In the future, we hope
those methods can be further utilized for other time-delay
systems.
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