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According to the application of range-free localization technology for wireless sensor networks (WSNs), an improved localization
algorithm based on iterative centroid estimation is proposed in this paper. With this methodology, the centroid coordinate of the
space enclosed by connected anchor nodes and the received signal strength indication (RSSI) between the unknown node and the
centroid are calculated.Then, the centroid is used as a virtual anchor node. It is proven that there is at least one connected anchor
node whose distance from the unknown node must be farther than the virtual anchor node. Hence, in order to reduce the space
enclosed by connected anchor nodes and improve the location precision, the anchor node with the weakest RSSI is replaced by
this virtual anchor node. By applying this procedure repeatedly, the localization algorithm can achieve a good accuracy. Observing
from the simulation results, the proposed algorithm has strong robustness and can achieve an ideal performance of localization
precision and coverage.

1. Introduction

Wireless sensor network (WSNs) is comprised of multiple
sensor nodes through self-organization. It is considered as an
information acquisition system for Internet of Things (IoT).
The sensor nodes in WSNs generally fall into two categories:
the anchor nodes and the unknown nodes. The anchor
node’s location is already known, whereas the unknown
node’s location is not. However, the information collected
by a sensor is usually nonsense without the sensor’s location
information. Hence, an accurate node self-location is one of
the fundamental and hot problems in the research ofWSNs [1,
2]. A variety of algorithms exist for node self-location. Most
of these algorithms can be divided into two categories. One
is range-based measurement, which realizes self-location of
an unknown node by computing the distance or direction
between the unknown node and nearby anchor nodes like the
received signal strength indication (RSSI) algorithm [3–5],
the time of arrival (TOA) algorithm [6, 7], the time difference
of arrival (TDOA) algorithm [8], and so forth [9, 10]. This
class shows a very accurate location result but is generally very

energy-consuming. Furthermore, the additional hardware is
usually required. It also increases the overall cost of WSNs.
The other one is range-free measurement, which utilizes the
connectivity ofWSNs to obtain the location information of an
unknown node, such as the centroid localization algorithm
[11], the approximate point-in-triangulation test (APIT) algo-
rithm [12, 13], the distance vector-hop (DV-Hop) algorithm
[14, 15], and so forth [16]. This class is energy-efficient and
does not require any additional hardware. Therefore, the
range-free measurement is suitable for WSNs and is widely
used in practice for its efficient realization.

The number of connected anchor nodes is one of the
key factors affecting the performance of localization algo-
rithm, regardless of whether it is range-based measurement
or range-free measurement. More connected anchor nodes
allow greater location accuracy. However, the methods to
improve the location accuracy by increasing the number
of connected anchor nodes in WSNs are not available. In
order to overcome such difficulty, an improved localization
algorithm based on iterative centroid estimation is presented
in this paper. Suppose that any two anchor nodes can only
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be connected by a straight line; the minimal space that can
contain all connected anchor nodes is defined as the space
enclosed by connected anchor nodes with this methodology.
The centroid of this space is deemed as a virtual anchor node
to achieve a more accurate localization. First, the centroid
coordinate of the space enclosed by connected anchor nodes
and the RSSI between the unknownnode and the centroid are
calculated. With the strict formula derivation, we prove that
there exists at least one anchor node, which is further from
the unknown node than the centroid. Then, the connected
anchor node with the weakest RSSI is replaced with the
centroid in order to reduce the space enclosed by the
connected anchor nodes. Applying this procedure repeatedly,
the localization algorithm can obtain good accuracy. We
employ simulation experiments to verify the performance of
our methods in terms of the localization precision, coverage,
and robustness on RSSI error disturbance.

2. Localization Algorithm Based on Iterative
Centroid Estimation

2.1. Virtual Anchor Nodes. Suppose that there are one
unknown node 𝑆un and 𝑁 anchor nodes 𝑆1 𝑆2 𝑆3 ⋅ ⋅ ⋅ 𝑆𝑁
which are connected with 𝑆un. For an arbitrary anchor node𝑆𝑛 in 𝑆1 𝑆2 𝑆3 ⋅ ⋅ ⋅ 𝑆𝑁 , it is assumed that the coordinate

of 𝑆un is (𝑥, 𝑦, 𝑧) and the coordinate of 𝑆𝑛 is (𝑥𝑛, 𝑦𝑛, 𝑧𝑛).
Therefore the distance between 𝑆𝑛 and 𝑆un is
𝑑𝑛 = √(𝑥𝑛 − 𝑥)2 + (𝑦𝑛 − 𝑦)2 + (𝑧𝑛 − 𝑧)2 1 ≤ 𝑛 ≤ 𝑁. (1)

We denote by 𝑂1 the centroid of the space enclosed
by 𝑆1 𝑆2 𝑆3 ⋅ ⋅ ⋅ 𝑆𝑁 . Assume that the coordinate of 𝑂1 is(𝑥𝑂1 , 𝑦𝑂1 , 𝑧𝑂1). Then, we have

𝑥𝑂1 = 1𝑁 𝑁∑𝑛=1𝑥𝑛
𝑦𝑂1 = 1𝑁 𝑁∑𝑛=1𝑦𝑛
𝑧𝑂1 = 1𝑁 𝑁∑𝑛=1𝑧𝑛.

(2)

The distance between 𝑂1 and 𝑆un can be calculated as

𝑑𝑂1 = √(𝑥𝑂1 − 𝑥)2 + (𝑦𝑂1 − 𝑦)2 + (𝑧𝑂1 − 𝑧)2. (3)

Using (2), 𝑑𝑂1 can be expressed as

𝑑𝑂1 = √( 1𝑁 𝑁∑𝑛=1𝑥𝑛 − 𝑥)
2 + ( 1𝑁 𝑁∑𝑛=1𝑦𝑛 − 𝑦)

2 + ( 1𝑁 𝑁∑𝑛=1 𝑧𝑛 − 𝑧)
2 = 1𝑁√( 𝑁∑

𝑛=1

𝑥𝑛 − 𝑁𝑥)2 + ( 𝑁∑
𝑛=1

𝑦𝑛 − 𝑁𝑦)2 + ( 𝑁∑
𝑛=1

𝑧𝑛 − 𝑁𝑧)2 = 1𝑁
⋅ √[ 𝑁∑
𝑛=1

(𝑥𝑛 − 𝑥)]2 + [ 𝑁∑
𝑛=1

(𝑦𝑛 − 𝑦)]2 + [ 𝑁∑
𝑛=1

(𝑧𝑛 − 𝑧)]2 = 1𝑁
⋅ √ 𝑁∑
𝑛=1

(𝑥𝑛 − 𝑥)2 + 𝑁∑
𝑛=1

(𝑦𝑛 − 𝑦)2 + 𝑁∑
𝑛=1

(𝑧𝑛 − 𝑧)2 + 2 ⋅ 𝑁−1∑
𝑖=1

𝑁∑
𝑗=𝑖+1

(𝑥𝑖 − 𝑥) (𝑥𝑗 − 𝑥) + 2 ⋅ 𝑁−1∑
𝑖=1

𝑁∑
𝑗=𝑖+1

(𝑦𝑖 − 𝑦) (𝑦𝑗 − 𝑦) + 2 ⋅ 𝑁−1∑
𝑖=1

𝑁∑
𝑗=𝑖+1

(𝑧𝑖 − 𝑧) (𝑧𝑗 − 𝑧).
(4)

With 𝑖 ̸= 𝑗, we have
2 (𝑥𝑖 − 𝑥) (𝑥𝑗 − 𝑥) = 2𝑥𝑖𝑥𝑗 − 2𝑥𝑖𝑥 − 2𝑥𝑗𝑥 + 2𝑥2

= (𝑥𝑖 − 𝑥)2 + (𝑥𝑗 − 𝑥)2
− (𝑥𝑖 − 𝑥𝑗)2

2 (𝑦𝑖 − 𝑦) (𝑦𝑗 − 𝑦) = 2𝑦𝑖𝑦𝑗 − 2𝑦𝑖𝑦 − 2𝑦𝑗𝑦 + 2𝑦2
= (𝑦𝑖 − 𝑦)2 + (𝑦𝑗 − 𝑦)2

− (𝑦𝑖 − 𝑦𝑗)2
2 (𝑧𝑖 − 𝑧) (𝑧𝑗 − 𝑧) = 2𝑧𝑖𝑧𝑗 − 2𝑧𝑖𝑧 − 2𝑧𝑗𝑧 + 2𝑧2

= (𝑧𝑖 − 𝑧)2 + (𝑧𝑗 − 𝑧)2
− (𝑧𝑖 − 𝑧𝑗)2 .

(5)

From (5), (4) can be simplified as

𝑑𝑂1 = 1𝑁
⋅ √𝑁 𝑁∑
𝑛=1

(𝑥𝑛 − 𝑥)2 + 𝑁 𝑁∑
𝑛=1

(𝑦𝑛 − 𝑦)2 + 𝑁 𝑁∑
𝑛=1

(𝑧𝑛 − 𝑧)2 − 𝑁−1∑
𝑖=1

𝑁∑
𝑗=𝑖+1

(𝑥𝑖 − 𝑥𝑗)2 − 𝑁−1∑
𝑖=1

𝑁∑
𝑗=𝑖+1

(𝑦𝑖 − 𝑦𝑗)2 − 𝑁−1∑
𝑖=1

𝑁∑
𝑗=𝑖+1

(𝑧𝑖 − 𝑧𝑗)2
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= √ 1𝑁 𝑁∑𝑛=1 (𝑑𝑛)2 − 1𝑁2 [[
𝑁−1∑
𝑖=1

𝑁∑
𝑗=𝑖+1

(𝑥𝑖 − 𝑥𝑗)2 + 𝑁−1∑
𝑖=1

𝑁∑
𝑗=𝑖+1

(𝑦𝑖 − 𝑦𝑗)2 + 𝑁−1∑
𝑖=1

𝑁∑
𝑗=𝑖+1

(𝑧𝑖 − 𝑧𝑗)2]].
(6)

According to (2) and (6), it is clear that the coordinate of𝑂1 and the distance between 𝑂1 and 𝑆un can be calculated
relying only on the known parameters of connected anchor
nodes. Now, the centroid 𝑂1 has the common features of all
the connected anchor nodes. Hence, it can be considered as a
virtual anchor node.

2.2. The Convergence Performance of Iterative Centroid Esti-
mation. We denote the distance between 𝑆𝑖 and 𝑆𝑗 as

𝑑𝑖𝑗 = √(𝑥𝑖 − 𝑥𝑗)2 + (𝑦𝑖 − 𝑦𝑗)2 + (𝑧𝑖 − 𝑧𝑗)2 𝑖 ̸= 𝑗. (7)

Then, (4) can be further simplified by rewriting (6) as

𝑑𝑂1 = √ 1𝑁 𝑁∑𝑛=1 (𝑑𝑛)2 − 1𝑁2 𝑁−1∑
𝑖=1

𝑁∑
𝑗=𝑖+1

(𝑑𝑖𝑗)2. (8)

In general, it is assumed that 0 < 𝑑1 ≤ 𝑑2 ≤ 𝑑3 ≤ ⋅ ⋅ ⋅ ≤𝑑𝑁−1 ≤ 𝑑𝑁. It is easy to show that

1𝑁 𝑁∑𝑛=1 (𝑑𝑛)2 ≤ 𝑑𝑁21𝑁2 𝑁−1∑
𝑖=1

𝑁∑
𝑗=𝑖+1

(𝑑𝑖𝑗)2 > 0. (9)

From (8)-(9), we can draw the conclusion that 𝑑𝑂1 <𝑑𝑁. Obviously, there exists at least one connected anchor
node 𝑆𝑁 whose distance from 𝑆un must be farther than 𝑑𝑂1 .
Therefore, the space enclosed by 𝑆1 𝑆2 𝑆3 ⋅ ⋅ ⋅ 𝑆𝑁−1 and𝑂1 must be smaller than the original space enclosed by𝑆1 𝑆2 𝑆3 ⋅ ⋅ ⋅ 𝑆𝑁 . In the proposed algorithm, the centroid𝑂1 is deemed as a virtual anchor node. The farthest anchor
node 𝑆𝑁 would be replaced by the virtual anchor node 𝑂1 in
order to reduce the enclosed space and improve the location
precision. The algorithm can achieve a more accurate local-
ization by repeating the described replacement procedure.

2.3. The Energy Consumption in Localization Algorithm.
Based on the fact that each node in WSNs has only lim-
ited energy, it is crucial to control energy consumption in
localization algorithm to extend theWSNs lifetime. However,
the calculation of 𝑑𝑛 will greatly increase the node energy
consumption. To solve this problem, RSSI is used directly
to represent distance information in proposed localization
algorithm. Based on the propagation theory, the relationship
between distance and RSSI is mentioned in [17]:

𝑃1𝑃𝑛 = (𝑑𝑛𝑑1)
𝑀 . (10)

Here,𝑃𝑛 refers to RSSI between 𝑆𝑛 and 𝑆un.𝑀 is a factor of
distance attenuation. The value of𝑀 is determined according
to the working environment of WSNs. A large amount
of experimental data evidences that the optimal range of
the empirical attenuation factor 𝑀 is 3.24∼4.5. In practical
application, the value of𝑀 can be further determined by the
RSSI and the distance between anchor nodes. Let 𝑑1 = 1; (10)
can be rewritten after taking logarithm:

10 log10 𝑃𝑛 = − [𝐴 + 10𝑀(log10 𝑑𝑛)] , (11)

where

𝐴 = −10 log10 𝑃1. (12)

The parameter 𝐴 represents the RSSI when the distance
to the node is one meter. As well as parameter 𝑀, the value
of 𝐴 is determined according to the working environment
of WSNs. After parameter 𝑀 is determined, the value of 𝐴
can also be further calculated by the RSSI and the distance
between anchor nodes. In some practical application such as
ZigBee, the optimum 𝐴 is given empirically from 45 to 49.
From (8) and (11), we can derive that RSSI between the virtual
anchor node 𝑂1 and 𝑆un is

𝑃𝑂1 = 1[(1/𝑁)∑𝑁𝑛=1 (𝑃𝑛−2/𝑀) − (10𝐴/5𝑀/𝑁2)∑𝑁−1𝑖=1 ∑𝑁𝑗=𝑖+1 (𝑑𝑖𝑗)2]𝑀/2 . (13)

The weaker RSSI is, the farther the distance will be.
Using (13), the energy consumption in proposed localiza-
tion algorithm can be reduced effectively via avoiding the
procedure of distance calculation. To improve the location

precision, the centroid is used as a virtual anchor node
to replace the connected anchor node with the weakest
RSSI. Besides, it is noteworthy that the two-dimensional
node localization can be viewed as special three-dimensional
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node localization with the same height across all the nodes.
Hence, the proposed algorithm can also be applied to two-
dimensional node localization.

2.4. The Stopping Criterion of the Localization Algorithm.
During the 𝑛th iteration, suppose that the 𝑁 connected
anchor nodes are 𝑆1 𝑆2 𝑆3 ⋅ ⋅ ⋅ 𝑆𝑁 . The distance 𝑑𝑂𝑛
between the centroid 𝑂𝑛 and the unknown node 𝑆un can be
determined according to (8), which satisfies

𝑑𝑂𝑛2 = 1𝑁 𝑁∑𝑛=1 (𝑑𝑛)2 − 1𝑁2 𝑁−1∑
𝑖=1

𝑁∑
𝑗=𝑖+1

(𝑑𝑖𝑗)2 , (14)

where 𝑑𝑛 is the distance between anchor node 𝑆𝑛 and
unknown node 𝑆un defined in (1). 𝑑𝑖𝑗 is the distance between
anchor node 𝑆𝑖 and 𝑆𝑗 defined in (7). In general, it is assumed
that 0 < 𝑑1 ≤ 𝑑2 ≤ 𝑑3 ≤ ⋅ ⋅ ⋅ ≤ 𝑑𝑁−1 ≤ 𝑑𝑁. Similarly, the
distance 𝑑𝑂𝑛+1 between the centroid 𝑂𝑛+1 and the unknown
node 𝑆un during the 𝑛 + 1th iteration should satisfy the
following equation:

𝑑𝑂𝑛+12 = 1𝑁 [𝑁−1∑
𝑛=1

(𝑑𝑛)2 + 𝑑𝑂𝑛2]

− 1𝑁2 [[
𝑁−1∑
𝑖=1

𝑁−1∑
𝑗=𝑖+1

(𝑑𝑖𝑗)2 + 𝑁−1∑
𝑖=1

(𝑑𝑖𝑂𝑛)2]] ,
(15)

where 𝑑𝑖𝑂𝑛 is the distance between anchor node 𝑆𝑖 and the
centroid 𝑂𝑛 derived from the 𝑛th iteration. From (8) and (11),
we have

𝑑𝑂𝑛2 − 𝑑𝑂𝑛+12 = 1𝑁 (𝑑𝑁2 − 𝑑𝑂𝑛2)
+ 1𝑁2 [𝑁−1∑

𝑖=1

(𝑑𝑖𝑂𝑛)2 − 𝑁−1∑
𝑖=1

(𝑑𝑖𝑁)2]
= 𝐹1 + 𝐹2;

(16)

here,

𝐹1 = 1𝑁 (𝑑𝑁2 − 𝑑𝑂𝑛2)
𝐹2 = 1𝑁2 [𝑁−1∑

𝑖=1

(𝑑𝑖𝑂𝑛)2 − 𝑁−1∑
𝑖=1

(𝑑𝑖𝑁)2] . (17)

According to (9), we can easily get the conclusion that𝐹1 > 0. When the coordinate of 𝑆𝑛 is (𝑥𝑛, 𝑦𝑛, 𝑧𝑛), 𝐹2 can be
expressed as

𝐹2 = 1𝑁2
{{{{{{{{{{{{{

𝑁−1∑
𝑖=1

[[(
∑𝑁𝑗=1 𝑥𝑗𝑁 − 𝑥𝑖)2 + (∑𝑁𝑗=1 𝑦𝑗𝑁 − 𝑦𝑖)2 + (∑𝑁𝑗=1 𝑧𝑗𝑁 − 𝑧𝑖)2]]−𝑁−1∑
𝑖=1

[(𝑥𝑁 − 𝑥𝑖)2 + (𝑦𝑁 − 𝑦𝑖)2 + (𝑧𝑁 − 𝑧𝑖)2]
}}}}}}}}}}}}}
= 1𝑁2 (𝐹𝑥 + 𝐹𝑦 + 𝐹𝑧) , (18)

where

𝐹𝑥 = 𝑁−1∑
𝑖=1

[[(
∑𝑁𝑗=1 𝑥𝑗𝑁 − 𝑥𝑖)2 − (𝑥𝑁 − 𝑥𝑖)2]]

𝐹𝑦 = 𝑁−1∑
𝑖=1

[[(
∑𝑁𝑗=1 𝑦𝑗𝑁 − 𝑦𝑖)2 − (𝑦𝑁 − 𝑦𝑖)2]]

𝐹𝑧 = 𝑁−1∑
𝑖=1

[[(
∑𝑁𝑗=1 𝑧𝑗𝑁 − 𝑧𝑖)2 − (𝑧𝑁 − 𝑧𝑖)2]] .

(19)

Then, 𝐹𝑥 can be further simplified as

𝐹𝑥 = 𝑁−1∑
𝑖=1

[[(
∑𝑁𝑗=1 𝑥𝑗𝑁 − 𝑥𝑖)2 − (𝑥𝑁 − 𝑥𝑖)2]]

= (𝑁 − 1)(∑𝑁𝑗=1 𝑥𝑗𝑁 )2 − 2∑𝑁𝑗=1 𝑥𝑗𝑁 ⋅ 𝑁−1∑
𝑖=1

𝑥𝑖

− (𝑁 − 1) (𝑥𝑁)2 + 2𝑥𝑁 ⋅ 𝑁−1∑
𝑖=1

𝑥𝑖
= − (𝑁 + 1)(∑𝑁𝑗=1 𝑥𝑗𝑁 )2 + 2 (𝑁 + 1) 𝑥𝑁∑𝑁𝑗=1 𝑥𝑗𝑁
− (𝑁 + 1) (𝑥𝑁)2

= − (𝑁 + 1)(∑𝑁𝑗=1 𝑥𝑗𝑁 − 𝑥𝑁)2 .
(20)

Similarly,

𝐹𝑦 = 𝑁−1∑
𝑖=1

[[(
∑𝑁𝑗=1 𝑦𝑗𝑁 − 𝑦𝑖)2 − (𝑦𝑁 − 𝑦𝑖)2]]

= − (𝑁 + 1)(∑𝑁𝑗=1 𝑦𝑗𝑁 − 𝑦𝑁)2 .
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Figure 1: The relationship of the position between the unknown node and the area enclosed by anchor nodes.

𝐹𝑧 = 𝑁−1∑
𝑖=1

[[(
∑𝑁𝑗=1 𝑧𝑗𝑁 − 𝑧𝑖)2 − (𝑧𝑁 − 𝑧𝑖)2]]

= − (𝑁 + 1)(∑𝑁𝑗=1 𝑧𝑗𝑁 − 𝑧𝑁)2
(21)

From (20)-(21), 𝐹2 can be simplified as

𝐹2 = −(𝑁 + 1)𝑁2 [[(
∑𝑁𝑗=1 𝑥𝑗𝑁 − 𝑥𝑁)2

+ (∑𝑁𝑗=1 𝑦𝑗𝑁 − 𝑦𝑁)2 + (∑𝑁𝑗=1 𝑧𝑗𝑁 − 𝑧𝑁)2]]
= −(𝑁 + 1)𝑁2 (𝑑𝑁𝑂𝑛)2 < 0;

(22)

here, 𝑑𝑁𝑂𝑛 is the distance between anchor node 𝑆𝑁 and the
centroid 𝑂𝑛 derived from the 𝑛th iteration. With (16)–(22),
we have

𝑑𝑂𝑛2 − 𝑑𝑂𝑛+12 = 1𝑁 (𝑑𝑁2 − 𝑑𝑂𝑛2)
− (𝑁 + 1)𝑁2 (𝑑𝑁𝑂𝑛)2 . (23)

Obviously, we cannot guarantee the location accuracy of
the 𝑛+1th iteration to be higher than that of the 𝑛th iteration.
Take two-dimensional node localization as an example; we
assume the simplest situation, that is, when the number of
connected anchor nodes 𝑁 = 3 to give a more intuitive
description of this problem. The relationship of the position
between 𝑂 and original anchor nodes is shown in Figure 1.

In Figure 1, Δ𝑆1𝑆2𝑆3 is an equilateral triangle whose
centroid is𝑂1. Based on the algorithm we propose, we replace𝑆1 with 𝑂1 to create a new enclosed area because 𝑆1 is the
farthest node away from the unknown node 𝑆un in the figure.
In Figures 1(a) and 1(b), 𝑆un is inside of the area enclosed
by the original anchor nodes 𝑆1 𝑆2 𝑆3 . We suppose that𝑆un lies on the line segment 𝑂1𝑂2. In Figure 1(a), 𝑆un lies on
the upper middle of 𝑂1𝑂2, which means that it is closer to

the centroid 𝑂1. Clearly the location result 𝑂2 in the second
iteration has higher accuracy than 𝑂1 in the first iteration.
On the contrary, in Figure 1(b), 𝑆un lies on the lower middle
of 𝑂1𝑂2, which means that it is closer to the centroid 𝑂2. It
means that the location accuracy of𝑂2 is even worse than𝑂1.
The analysis agrees well with the conclusion of (23). Under
this circumstance, the iteration should be stopped when the
distance between 𝑆un and the current centroid 𝑂𝑛 is smaller
than a certain threshold. Using (13), the stopping criterion of
the localization algorithm can be expressed as𝑃𝑂𝑛 > 𝜀1, (24)

where 𝜀1 is the threshold. However, 𝑆un is outside of the
area enclosed by the original anchor nodes 𝑆1 𝑆2 𝑆3 in
Figure 1(c). The estimated centroid cannot be infinitely close
to 𝑆un with the increasing of iterations. In this situation,
the stopping criterion of (24) will make the algorithm fall
in an endless loop. Hence, the iteration should be stopped
when the variation of the location accuracy is smaller than a
certain threshold. We have another stopping criterion of the
localization algorithm as𝑃𝑂𝑛 − 𝑃𝑂𝑛−1 < 𝜀2 (25)

here, 𝜀2 is the threshold.
Thus, how to set the stopping criterion of algorithm

should depend on the relative position of the unknown node𝑆un and the area enclosed by the connected anchor nodes.
In order to use fewer iterations to achieve better accuracy
and avoid the algorithm falling into an endless loop at the
same time, the two sets of stopping criterion are both used
simultaneously. The iteration should be stopped when any
stopping criterion is satisfied.

2.5. Description of the Localization Algorithm. In this section,
we will present a detailed description of the algorithm. All
the quantities that should be computed to implement the
algorithm will be listed in the right order. The concrete
implementation steps of the novel localization algorithm are
explained as follows:

(1) Set the stopping criterion by (24)-(25).
(2) In practical application, the connected anchor nodes

must be confirmed firstly. Then, the RSSI is measured
and the distance 𝑑𝑖𝑗 is calculated by (7) between any
two connected anchor nodes.
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The unknown node and N connected anchor nodes

Set the stopping criterion

Measure the RSSI and calculate the distance between any two
connected anchor nodes

Determine the empirical factors based on above data

Compute the coordinate of the current centroid and the RSSI
between it and the unknown node

Satisfy the
stopping
criterion?

No

Yes

Use the current centroid as the estimated position

Use the current centroid as a
virtual anchor node and to

replace the connected anchor
node with the weakest RSSI

Calculate the distance
between the virtual anchor node

and the remaining connected
anchor nodes

Figure 2:The flowchart of localization algorithm based on iterative centroid estimation.

(3) Based on above data in step (2), the empirical factors𝑀 and 𝐴 could be determined by (10)–(12).

(4) Since the coordinates of anchor nodes are known,
the centroid coordinate of the space enclosed by
connected anchor nodes can be calculated by (2).

(5) After the RSSI between the unknown node and the
connected anchor node 𝑃𝑛 is measured, the RSSI
between the unknown node and the current centroid𝑃𝑂𝑛 could be calculated by (13).

(6) If 𝑃𝑂𝑛 satisfies the stopping criterion in step (1),
the current centroid is the estimated position of the
unknown node in the proposed algorithm; otherwise,
the current centroid is deemed as a virtual anchor
node. Then, the connected anchor node with the
weakest RSSI is replaced with the virtual anchor
node. The distance 𝑑𝑖𝑂𝑛 between the virtual anchor
node and the remaining connected anchor nodes is
calculated by (7) and the process returns to step (4).

The flowchart of the proposed localization algorithm is
shown in Figure 2.

3. Experimental Results and Discussion

The performance of the proposed algorithm is evaluated by
simulation experiments. Suppose that one thousand nodes
are randomly distributed in three-dimensional space with a
size of 100 × 100 × 100m3, and 𝐾 of them are unknown
nodes. It is assumed that the empirical factors 𝑀 = 4 and𝐴 = 47. The plane of the three-dimensional space at 𝑧 = 50
height is used as the two-dimensional space in simulation
experiments. The performance of localization algorithm is
evaluated by relative localization error, which is defined by

ERROR = ∑𝐾𝑖=1 ERROR𝑖𝐾𝑅 , (26)

where

ERROR𝑖 = √(𝑥𝑖 − 𝑥𝑖)2 + (𝑦𝑖 − 𝑦𝑖)2 + (𝑧̂𝑖 − 𝑧𝑖)2 (27)

is the localization error and 𝑅 refers to the communication
radius. (𝑥𝑖, 𝑦𝑖, 𝑧𝑖) is the true coordinate of the 𝑖th unknown
node and (𝑥𝑖, 𝑦𝑖, 𝑧̂𝑖) is the estimation result. It is worth noting
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Figure 3: The effect of connected anchor nodes on localization precision in (a) three-dimensional and (b) two-dimensional space.
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Figure 4: The effect of RSSI measurement error on localization precision in (a) three-dimensional and (b) two-dimensional space.

that 𝑧̂𝑖 is equal to 𝑧𝑖 for two-dimensional node localization.
We set the stopping criterion in simulation experiments as𝑃𝑂𝑛 > 𝑃1𝑃𝑂𝑛 − 𝑃𝑂𝑛−1 < 0.01𝑃1; (28)

here, 𝑃1 represents the RSSI when the distance to the node is
one meter. With 𝐴 = 47, 𝑃1 can be calculated from (12).

First of all, the effect of connected anchor nodes on
localization precision is investigated in Figure 3 by changing
anchor ratio and communication radius. The anchor ratio
represents the proportion of anchor nodes in the total nodes
and the communication radiusmeans themaximumdistance

between twonodes that can be connected.Note that the larger
anchor ratio and the greater communication radius, the more
connected anchor nodes. The performance of the proposed
algorithm for three-dimensional and two-dimensional node
localization is shown in Figures 3(a) and 3(b), respectively.
As can be seen, the number of connected anchor nodes deter-
mines the location precision in both three-dimensional space
and two-dimensional space. The relative localization error
decreases with the increasing of connected anchor nodes
in general, regardless of differing application characteris-
tics.

In addition to high precise positioning, good robustness
of localization algorithm is also particularly important. The



8 Mathematical Problems in Engineering

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0
Lo

ca
liz

at
io

n 
co

ve
ra

ge

0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.500.05
Anchor ratio

R = 30
R = 25
R = 20

R = 40
R = 35

(a)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Lo
ca

liz
at

io
n 

co
ve

ra
ge

0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.500.05
Anchor ratio

R = 30
R = 25
R = 20

R = 40
R = 35

(b)

Figure 5: The effect of connected anchor nodes on localization coverage in (a) three-dimensional and (b) two-dimensional space.
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Figure 6: The effect of iterative processing on localization coverage in (a) three-dimensional and (b) two-dimensional space.

RSSI measurement error is an important factor that influ-
ences robustness of the algorithm. The impact of RSSI mea-
surement error in the proposed algorithm for three-dimen-
sional and two-dimensional node localization is depicted in
Figures 4(a) and 4(b), respectively. Different anchor ratios
and communication radii are chosen so as to make a com-
prehensive analysis of the effect of measurement error. The
RSSI measurement consists of the actual RSSI value and a
shadowing term as commonly assumed [18].The relationship
between the two terms is determined by the signal-to-noise
ratio (SNR). SNR is given by

SNR = 𝜎2𝑎𝜎2𝑛 , (29)

where 𝜎2𝑎 and 𝜎2𝑛 refer to the signal and noise energy, respec-
tively. Obviously, the RSSI measurement error increases with
the decreasing of SNR.

In the proposed algorithm, the RSSI measurement is used
to find the connected anchor node with the weakest RSSI,
which should be replaced by the virtual anchor node. The
measurement error results in the connected anchor nodewith
the weakest RSSI being remained. This mistake makes the
convergence speed of this method reduced, but it has less
influence on the ultimate localization precision. Therefore, as
we can see in Figure 4, with the decreasing of SNR, namely,
the increasing of RSSI measurement error, there is almost no
effect on localization precision.
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Figure 7:The performance of the proposed algorithm and its competitors in three-dimensional space with (a) SNR = −10 dB, (b) SNR = 0 dB,
and (c) SNR = 10 dB.

As one of the most important indexes for localization
algorithms, localization coverage of the proposed algorithm
is analyzed. The localization coverage is defined by

localization coverage = 𝐾localizable𝐾 . (30)

Here, 𝐾localizable refers to the number of the unknown
nodes that are localizable. 𝐾 is the total number of unknown
nodes defined in (26).

In three-dimensional space, an unknown node with no
fewer than four connected anchor nodes of different plane
is localizable. And an unknown node requires at least three
nonlinear connected anchor nodes to realize localization in
two-dimensional space. Figures 5(a) and 5(b) show the effect

of connected anchor nodes on localization coverage in three-
dimensional space and two-dimensional space, respectively.
The good performance of localization coverage with large
number of connected anchor nodes can be clearly identified
in Figure 5. Nevertheless, note that the localization coverage
with short communication radius and small anchor ratio is
unsatisfactory, especially for three-dimensional node local-
ization.When the communication radius is 20 and the anchor
ratio is 5%, the results in Figure 5(a) show that only about 30%
of unknownnodes in three-dimensional space are localizable.

Since the proposed algorithm is robust against RSSI mea-
surement error, the early positioned nodes can be upgraded
to be new anchor nodes with some positional error. The
remaining unknown nodes can be positioned with more
anchor nodes in later localization process. Figure 6 illustrates
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Figure 8:The performance of the proposed algorithm and its competitors in two-dimensional space with (a) SNR = −10 dB, (b) SNR = 0 dB,
and (c) SNR = 10 dB.

the effect of iterative processing on localization coverage.
It is favorable to see that the localization coverage can be
improved dramatically throughmultiple iterations. Evenwith
the condition of fewer connected anchor nodes, such as
when the communication radius is 20 and the anchor ratio
is 5%, the localization coverage can reach almost 100% after
four iterations in three-dimensional space, while only two
iterations are needed to realize 100% localization coverage in
two-dimensional space, which are presented in Figures 6(a)
and 6(b), respectively.

Finally, the performance of the proposed algorithm will
be compared to existing competitors. Considering that the
centroid coordinate and the RSSI between the unknown node
and the centroid are calculated, we compare the algorithmic
performance of the centroid localization algorithm [11], the

RSSI algorithm [3], and the presented algorithm to show the
advantages of the proposed algorithm. With the communica-
tion radius of 𝑅 = 35, Figures 7 and 8 depict the algorithmic
performance of the three algorithms in three-dimensional
space and two-dimensional space, respectively.

With different SNR, a comprehensive comparison of the
three algorithms is given. As one of the range-free mea-
surements, there is no effect of SNR change on localization
precision of the centroid localization algorithm. On the
contrary, the performance of the RSSI algorithm,which is one
of the range-based measurements, sharply drops with SNR
decreasing. As can be seen, the RSSI algorithm has the best
performance of all in condition of high SNR. However, in
condition of low SNR such as SNR = −10 dB, it is even worse
than the centroid localization algorithm.
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The proposed algorithm has similar performance to
different SNR. The simulation results also proved that the
novel method has robust characteristics. In addition, the
presented algorithm achieves better performance than the
RSSI algorithm at low SNR in Figures 7(a) and 8(a) but is
inferior to the RSSI algorithm at high SNR in Figures 7(c)
and 8(c). Nevertheless, it is always superior to the centroid
localization algorithm because the centroid coordinate is
calculated multiple times in the proposed algorithm, each
time producing more accurate estimates before the stopping
criterion is satisfied.

4. Conclusion

An improved localization algorithm based on iterative cen-
troid estimation is proposed in this paper. In this algorithm,
the centroid of the space enclosed by connected anchor nodes
is considered as a virtual anchor node. It can be proven that
there is at least one connected anchor node whose distance
from the unknown node must be farther than the centroid.
Hence, the connected anchor node with the weakest RSSI
will be replaced by the centroid. Good positioning results
can be achieved by repeating the replacement procedure.The
simulation results prove the effectiveness and robustness of
the proposed algorithm for both three-dimensional and two-
dimensional node localization.
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