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Thedominant grouping of the discontinuities in a rockmass is crucial to investigating the rock structure and stability.The traditional
grouping methods are mostly based on the discontinuity orientation. However, other discontinuity parameters nonnegligibly
impact the properties of a rock mass. If two discontinuities have the same orientation but differ otherwise, their mechanical and
hydraulic properties would differ. In the present study, orientation, trace length, opening degree, and undulation of discontinuities
were used to develop a multi-parameter dominant discontinuity grouping method that utilizes an improved ISODATA algorithm.
The developed method uses several indicators, such as the weighted Euclidean distance and standard deviation, to iteratively
update the clustering centers of the discontinuities. A clustering validity index was introduced for assessment and optimization
of the discontinuity grouping results, and an adaptive grouping model that considers the weight of each grouping parameter was
developed. By grouping discontinuities generated by Monte Carlo stochastic simulation, defects existing in the grouping based on
the orientation only were illustrated, and the rationality of the established adaptive grouping model was verified. The engineering
practicability of the method was further verified by using it to group discontinuities measured in the Dongsheng Quarry in
Jingyuetan, Changchun, China.

1. Introduction

Through the different stages of its development and existence,
a rock mass undergoes complex geological processes, result-
ing in the formation of a large number of discontinuities of
various sizes and types within the rock. Compared with the
rock type, the orientation, density, and size of the disconti-
nuities have greater effects on the mechanical properties of
the rock mass [1, 2].Themeasurement and statistical analysis
of the discontinuity parameters are thus important to the
study of the mechanical properties of a rock mass and related
engineering stability assessments [3].

Theoriginalmethod for grouping discontinuities involves
the use of the pole isosceles and joint rosemap to describe the
output state of the discontinuities, after which the disconti-
nuity groups are identified by manual analysis. The grouping

achieved by this method is subjective to some extent owing to
its dependence on the experience and professional knowledge
of the analyst. Shanley [4] and Mahtab [5] pioneered the
combination of mathematical methods with the dominant
grouping of discontinuities. However, it was more difficult
to use this method to determine the radius of the sphere
when searching for the density point. Nevertheless, Chen
Jianping et al. [6] improved this method and introduced
the right-hand rule, which utilizes principles of probability
and statistics. Hammah et al. [7] proposed a discontinuity
grouping method based on a fuzzy C-means algorithm. The
method, however, had the shortcoming of being only appli-
cable to local search optimization. R. Jimenez [8] integrated
the fuzzy K-means method and the spectral method to study
the grouping of discontinuities and indicated the degree
of the membership for each discontinuity to its assigned
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clustering center by the color scale. Xu et al. [9] proposed a
fuzzy C-means cluster analysismethod based on themutative
scale chaos optimization algorithm, which overcame the
drawbacks of the traditional fuzzy C-means algorithm that
can only be used for local optimization. Yan et al. [10]
proposed an improved K-means algorithm based on particle
swarm optimization, which reduced the sensitivity of group-
ing results to the initial clustering center and achieved a global
optimization in the grouping of discontinuities. Liu et al. [11]
realized the grouping of discontinuities based on a modified
affinity propagation algorithm, which solved the difficulty of
initial clustering center selection during grouping. Zhan et al.
[12] used a full sphere to represent orientation data based on
a finite mixture model to achieve clustering of discontinuities
with high dip angles. In addition to the grouping methods
mentioned above, different global optimization algorithms
for discontinuity grouping have been proposed [13–17].

The above discontinuity groupingmethods are only based
on the discontinuity orientation. However, in practice, dis-
continuities with the same orientation but differing in other
parameters would exhibit differing mechanical properties. It
is also inappropriate to group discontinuities based on the
dip and dip angle for engineering purposes, owing to the
inadequate reliability of the grouping result [18]. Tokhmechi
[19] highlighted the shortcomings of grouping discontinuities
based on only their orientation and the necessity of con-
sidering multiple grouping indexes. Zhou et al. [20] used
orientation, spacing, and roughness as the parameters for
grouping discontinuities. Four different methods were used
to achieve the grouping of discontinuities, namely, the nearest
neighbor, K-means, fuzzy C-means, and vector quantization.
Behzad Tokhmechi [19] used a variety of methods, including
rose diagrams and K-means and grouped the discontinuities
with the orientation, filling material, and filling percentage as
the grouping parameters to study the shortcomings of com-
mon clustering methods. Xu et al. [21] proposed a method
of grouping discontinuities that utilized a mutative scale
chaos optimization algorithm. Discontinuities were grouped
using the orientation, length, width, and surface morphol-
ogy as grouping parameters. Song et al. [22] proposed a
method based on the quantum particle swarm optimization
algorithm, considering the orientation, trace length, open-
ing degree, and surface morphology of discontinuities and
realized multi-parameter grouping of discontinuities. The
above grouping methods have their respective advantages,
shortcomings, and applicability. For example, the method
that utilizes a mutative scale chaos optimization algorithm
has the disadvantages of a long operation time, low efficiency,
and repeated calculation. Based on a finite mixture model,
the grouping method that uses a full sphere to represent
orientation is more suitable for discontinuities with high dip
angles. Compared with the traditional clustering algorithm,
the ISODATA algorithm can automatically adjust according
to the intermediate results in the iterative process of the
algorithm and has better adaptability.

In addition to the orientation, trace length is another
important parameter for describing the quality of rock mass;
opening degree and undulation also have certain influence
on rock mass quality. This paper proposes an improved
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Figure 1: Representation of the orientation.

discontinuity grouping method that utilizes the ISODATA
algorithm [23]. The method considers four grouping param-
eters, namely, orientation, trace length, opening degree, and
undulation. To achieve dominant grouping of the discontinu-
ities, the proposed method also introduces several indicators
of the grouping parameters, namely, the weighted Euclidean
distance [24], standard deviation, and clustering validity.The
results of a grouping test conducted using simulation data
verified the necessity of grouping with multiple parameters
and the effectiveness of the method. The proposed grouping
methodwas further applied to the discontinuities in a slope at
the Dongsheng Quarry, Jingyuetan, Changchun, China, and
the clustering validity indexwas used to assess the results.The
optimal grouping of the discontinuities was also obtained,
affording effective reference for rock stability assessment and
disaster prevention.

2. Methods and Materials

2.1. Model for Multi-Parameter Grouping of
Discontinuities Using Improved ISODATA Algorithm

2.1.1. Expression of Discontinuity Grouping Parameters. An
improved ISODATA algorithm was used for the discontinu-
ities grouping in this study. The employed grouping param-
eters were the orientation (dip and dip angle), trace length,
opening degree, and undulation. The first three parameters
could be calculated by digital close-range photogrammetry
and quantitatively described, while the undulation could only
be described qualitatively based on the shape of the exposed
part of the discontinuity.

In the processing and analysis of the orientation of a
discontinuity, it is often assumed that the discontinuity occurs
in a plane in space [25], and the unit normal vector of the
plane is used to represent the orientation.

In the Cartesian coordinate system in Figure 1, the pos-
itive north direction is the positive x direction, the positive
east direction is the positive y direction, and𝛼 𝛽, respectively,
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Table 1: Quantification of undulation.

Undulation Numeric value
Straight 1
Wavy 2
Zigzag 3

represent the dip and dip angle of the discontinuity. →𝑂𝐵 is the
unit normal vector corresponding to the discontinuityW and
is expressed as

→𝑂𝐵 = (𝑥, 𝑦, 𝑧) = (cos𝛼 sin𝛽, sin𝛼 sin𝛽, cos𝛽) (1)

Although the undulation of a discontinuity can only be quali-
tatively described based on the morphological characteristics
of the exposed part of the rock mass, it is necessary to
introduce a representative and specific numerical value into
the algorithm used for discontinuity grouping. The specific
quantification method used in this study is presented in
Table 1.

With the quantification of the undulation, the grouping
parameters of a discontinuity W can be expressed as 𝑊 =(𝛼, 𝛽, 𝑇𝐿, 𝑒, 𝑆), where TL is the trace length, e is the opening
degree, and S is the undulation.

Discontinuity is the geological interface formed and
developed continuously in the rock mass during the long
historical process of rock formation and geological action.
The orientation, trace length, opening degree, and undulation
are four important parameters describing different properties
of discontinuity. According to the extension length, the
depth of the cutting, the width of the fracture zone, and
the mechanical effects, the discontinuity can be divided
into five levels, such as faults, unconformities, layers, joint
cracks, and the like. Different levels of discontinuities have
different forms and sizes, which make the parameters (such
as orientation, trace length, opening degree, and undulation)
indicating their properties different. In addition, rock mass
is a heterogeneous and discontinuous complex medium; the
parameters of different discontinuities at the same level are
different. Furthermore, the unit and numerical range of dif-
ferent parameters of the same discontinuity are also different.

Owing to the significantly differing ranges of the grouping
parameters, they are normalized to reduce themagnitude dis-
crepancies before introduction into the grouping algorithm.
The unit normal vector of the discontinuity is adopted as
the normalized form of the orientation, while the normalized
forms of the other parameters are given by

𝑇𝐿𝑖 = 𝑇𝐿𝑖 − 𝑇𝐿𝑚𝑖𝑛𝑇𝐿𝑚𝑎𝑥 − 𝑇𝐿𝑚𝑖𝑛 (𝑖 = 1, 2, 3, . . . , 𝑁) (2)

𝑒𝑖 = 𝑒𝑖 − 𝑒𝑚𝑖𝑛𝑒𝑚𝑎𝑥 − 𝑒𝑚𝑖𝑛 (𝑖 = 1, 2, 3, . . . , 𝑁) (3)

𝑆𝑖 = 𝑆𝑖 − 𝑆𝑚𝑖𝑛𝑆𝑚𝑎𝑥 − 𝑆𝑚𝑖𝑛 (𝑖 = 1, 2, 3, . . . , 𝑁) (4)

where 𝑇𝐿𝑖, 𝑒𝑖, and 𝑆𝑖, respectively, denote the trace length,
opening degree, and undulation of the i-th discontinuity;

𝑇𝐿𝑚𝑎𝑥 and 𝑇𝐿𝑚𝑖𝑛, respectively, denote the maximum and
minimum trace lengths among all the discontinuities; 𝑒𝑚𝑎𝑥
and 𝑒𝑚𝑖𝑛, respectively, denote the maximum and minimum
opening degrees among all the discontinuities; 𝑆𝑚𝑎𝑥 and 𝑆𝑚𝑖𝑛,
respectively, denote the maximum andminimum undulation
among all the discontinuities; and N is the total number
of discontinuities. The normalized grouping indexes of dis-
continuities are used for the discontinuity grouping: W =
(𝑥, 𝑦, 𝑧, 𝑇𝐿,𝑒,𝑆).
2.1.2. Improved Iterative Self-Organizational Discontinuities
Grouping Model. The ISODATA algorithm is more fre-
quently used for data clustering analysis. Compared with
the traditional grouping algorithm, the ISODATA algorithm
is capable of making automatic adjustments based on the
results obtained midway into an operation process. This
enables human-computer interaction and produces better
final grouping results [26] through adaptive grouping.

Based on the ISODATA algorithm, the authors intro-
duced the weighted Euclidean distance for attaching weights
to the different grouping indexes, thus according them
differing importance in the grouping process. In using this
improved ISODATA algorithm for discontinuity grouping, it
is necessary to select a certain number of initial clustering
centers. In the present study, twodiscontinuitieswere selected
based on the principle of the maximum Euclidean distance
and introduced into the algorithm as the initial clustering
centers; the Euclidean distance was expressed as follows:

𝐷(𝑊𝑖,𝑊𝑗) = [ 𝑛∑
𝑧=1

(𝑟𝑧 (𝑊𝑧𝑖 −𝑊𝑧𝑗 )2)]1/2 (5)

where 𝐷(𝑊𝑖,𝑊𝑗) denotes the Euclidean distance between
discontinuities i and j, n is the number of grouping indexes, 𝑟𝑧
is the weight of the z-th grouping index of the discontinuities,
and𝑊𝑧𝑖 denotes the z-th grouping index of the discontinuity
i.

After normalizing the raw data of the discontinuities and
setting the initial clustering centers, they are introduced into
the improved ISODATA algorithm for processing. Figure 2
shows the main flowchart of the process.

Based on the Euclidean distance between discontinuities
and the more forms of fuzzy math in fuzzy C-means (FCM)
[27], the memberships of the discontinuities in the clustering
centers can be calculated using

𝑔(𝑘)𝑖𝑗 = [[
(1/𝐷2 (𝑊𝑗, 𝑈(𝑘)𝑖 ))∑𝑁(𝑘)𝑖=1 (1/𝐷2 (𝑊𝑗, 𝑈(𝑘)𝑖 ))]]

1/𝑚−1

(6)

where 𝑔(𝑘)𝑖𝑗 denotes the membership degree of discontinuity
j in clustering center i in the k-th iteration, 𝑈(𝑘)𝑖 denotes
clustering center i in the k-th iteration,N(k) is the number of
clustering centers in the k-th iteration, andm is the weighted
index.

The clustering centers are updated based on the degree of
membership of the discontinuities in the clustering centers
during the iterations. After an update, it is necessary to
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Figure 2: Flowchart of the discontinuity grouping model.

reprocess the unit vector that represents the orientation to
ensure that the final results can be inversely normalized.

�̂�𝑖 = ∑𝑁𝑗=1 (𝑔𝑖𝑗)
𝑚𝑊𝑗∑𝑁𝑗=1 (𝑔𝑖𝑗)𝑚 (7)

𝑥 = 𝑥(𝑥2 + 𝑦2 + 𝑧2)1/2
𝑦 = 𝑦(𝑥2 + 𝑦2 + 𝑧2)1/2
𝑧 = 𝑧(𝑥2 + 𝑦2 + 𝑧2)1/2

(8)

In (7), �̂�𝑖 is the updated clustering center i. In (8), 𝑥, 𝑦,
and 𝑧 are the unit vectors representing the discontinuity
orientation data that are normalized again after the clustering
centers are updated.

After the clustering centers are updated, the iteration
results are assessed for convergence. The occurrence of
convergence indicates that comparison of the results of the
n-th iteration of the algorithm with those of the (n-1)th and
(n-2)th iterations, respectively, reveals that the differences are
less than the threshold. That is, the algorithm does not split
and merge the clustering centers in the (n-2)th and (n-1)th
iterations and ends the algorithm and outputs the results at
the n-th iteration.The algorithm also sets an exit by fixing the
number of iterations, when the number of iterations exceeds
the set threshold, the algorithm is terminated, and the results
are outputted. If the iterative results do not converge and the
number of iterations does not reach the set threshold, it is
determined whether the clustering centers meet the splitting
or merging conditions.

When the number of iterations of the algorithm is odd
and the Euclidean distance between two clustering centers
is smaller than the set threshold, the merging conditions
of the clustering centers are satisfied. A new clustering
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center is then generated by obtaining the weighted sum of
the two clustering centers based on the weighted indexes
and memberships. Only the two clustering centers with the
smallest Euclidean distance are combined in each iteration.

�̂�𝑝𝑞 = ∑𝑁𝑗=1 (𝑊𝑗 (𝑔𝑝𝑗)
𝑚 +𝑊𝑗 (𝑔𝑞𝑗)𝑚)∑𝑁𝑗=1 ((𝑔𝑝𝑗)𝑚 + (𝑔𝑞𝑗)𝑚) (9)

In (9), clustering centers p and q are merged into a new
clustering center �̂�𝑝𝑞.

When the number of iterations of the algorithm is even
and the standard deviation of any grouping indexes of any
clustering center is greater than the set threshold, the splitting
condition of the clustering center is satisfied. In each iteration,
the clustering center that contains the grouping indexes with
the largest standard deviation performs the splitting process.
With the other indicators of the clustering center remaining
unchanged, the grouping indicator with a standard deviation
greater than the threshold splits by one-half of the standard
deviation to generate two new clustering centers.

𝜎𝑧𝑙 = √𝑟𝑧 1𝑁
𝑁∑
𝑗=1

(𝑊𝑧𝑗 − 𝑈𝑧𝑙 )2 (𝑔𝑙𝑗)𝑚; 𝑧 = 1, 2, . . . , 𝑛 (10)

In (10), 𝜎𝑧𝑙 is the standard deviation of the grouping indicator
of the z-th discontinuity in clustering center 1 in the iterative
process.

If the clustering center numbered l satisfies the splitting
condition, the standard deviation of the grouping indicator
i in this iteration is greater than the threshold, and it is the
maximum value of the standard deviation of each clustering
index of all clustering centers. The clustering center is split
into two new clustering centers according to the following
equation.

𝑊𝑖𝑙 (1) = 𝑊𝑖𝑙 + 𝜎𝑖𝑙2
𝑊𝑗
𝑙 (1) = 𝑊𝑗𝑙 , 𝑗 = 1, 2, . . . , 𝑛, 𝑗 ̸= 𝑖
𝑊𝑖𝑙 (2) = 𝑊𝑖𝑙 − 𝜎𝑖𝑙2
𝑊𝑗
𝑙 (2) = 𝑊𝑗𝑙 , 𝑗 = 1, 2, . . . , 𝑛, 𝑗 ̸= 𝑖

(11)

In (11), 𝑊𝑖𝑙 denotes a grouping indicator numbered i that
needs to be split in the original cluster center l and 𝑊𝑗

𝑙
denotes the remaining grouping indicator that does not
require splitting in the original cluster center l.𝑊𝑖𝑙 (1),𝑊𝑖𝑙 (2),𝑊𝑗
𝑙
(1), and𝑊𝑗

𝑙
(2) are the corresponding grouping indicators

in the two new clustering centers generated after the original
clustering center l splits.

After the completion of the algorithm iteration, the
obtained final grouping index needs to be inversely normal-
ized andoutputted.The antinormalization formulas of the dip

and dip angle are presented as (12) and (13), while those of the
other indicators are presented as (14), (15), and (16).

𝛼 =
{{{{{{{{{{{{{{{{{{{

0∘ 𝑥 ≥ 0, 𝑦 = 0
180∘ 𝑥 < 0, 𝑦 = 0
180∘ × arccos (𝑥)𝜋 𝑦 > 0
360∘ − 180∘ × arccos (𝑥)𝜋 𝑦 < 0

(12)

𝛽 = 180∘ × arccos (𝑧)𝜋 (13)

𝑇𝐿 = 𝑇𝐿 (𝑇𝐿𝑚𝑎𝑥 − 𝑇𝐿𝑚𝑖𝑛) + 𝑇𝐿𝑚𝑖𝑛 (14)

𝑒 = 𝑒 (𝑒𝑚𝑎𝑥 − 𝑒𝑚𝑖𝑛) + 𝑒𝑚𝑖𝑛 (15)

𝑆 = 𝑆 (𝑆𝑚𝑎𝑥 − 𝑆𝑚𝑖𝑛) + 𝑆𝑚𝑖𝑛 (16)

The results of the discontinuity grouping vary with the
weight setting of each grouping parameter. An index of the
clustering effectiveness was thus introduced as a measure
of the merits of the grouping results with respect to the
weighting configuration [28]. Known as the Xie-Beni index
V𝑋𝐵, it is one of the measures used to assess the validity of
the grouping results.When the grouping results are good, the
data of the internal discontinuities of each group are more
concentrated, and the distances between different groups are
larger. The smaller the value of vXB, the better the results of
the discontinuity grouping. The equation of this clustering
validity index is as follows:

V𝑋𝐵 = ∑𝐶𝑖=1∑𝑁𝑗=1 g2𝑖𝑗𝐷(𝑊𝑗, 𝑈𝑖)𝑁 (min𝑖 ̸=𝑘𝐷(𝑈𝑖, 𝑈𝑘)) (17)

whereC is the number of clustering centers in the final group-
ing results and min𝑖 ̸=𝑘𝐷(𝑈𝑖, 𝑈𝑘) is the minimum Euclidean
distance between clustering centers in the final results.

2.2. Experimental Data

2.2.1. Simulation Data. Using the Monte Carlo stochastic
simulationmethod, 200 discontinuities were generated based
on the four above-mentioned discontinuity parameters (see
Table 2) [25]. By comparing the results obtained by the
present method with the known centers of discontinuities
and analyzing the size of the differences to test the reasonabil-
ity of the method, the data of the discontinuities generated by
the computer simulation included the dip and dip angle, trace
length, opening degree, and undulation.The trace length data
was normally distributed; that of the dip and dip angle had a
bivariate normal distribution; and that of the opening degree
was evenly distributed. The undulation values were directly
allotted based on the groupings.Thepolemap generated from
the simulated data is shown in Figure 3.

From the pole diagram, it can be clearly seen that the
discontinuities are divided into two groups with large differ-
ences. Grouping of discontinuities on the basis of orientation
also verified the intuitive judgment from the polar map,



6 Mathematical Problems in Engineering

Table 2: Parameters of the simulation discontinuities.

Group
Bivariate normal distribution Normal distribution Uniform Distribution

Undulation NumberDip(∘) Dip angle(∘) Trace length(m) Opening degree(mm)
Mean Range Var Mean Range Var Mean Range Var Mean Range

1 242.9 212∼269 170.6 44.8 26∼62 63.3 2.85 2.35∼3.51 0.09 1.00 0.80∼1.20 1.0 40
2 284.4 253∼316 209.2 59.6 41∼80 54.3 4.68 3.70∼5.47 0.19 2.60 2.41∼2.79 3.0 60
3 41.0 3∼71 153.3 74.5 61∼82 30.3 1.44 0.89∼2.02 0.04 0.68 0.51∼0.80 1.0 60
4 73.3 41∼104 185.4 69.5 57∼88 43.4 3.55 2.94∼4.17 0.09 2.02 1.81∼2.17 2.0 40

N
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Figure 3: Pole map of simulation data.

Figure 4: Actual situation of the study slope.

which is totally different from the case where the simulated
data are divided into four groups. Therefore, if only orien-
tation is considered, the grouping result of discontinuities
is flawed. This paper proposes a multi-parameter dominant
grouping of discontinuities in rock mass using an improved
ISODATA algorithm, considering orientation, trace length,
opening degree, and undulation. According to the measure-
ment accuracy and importance of each parameter, different
weights are assigned to achieve a comprehensive analysis
and judgment of discontinuities and more accurate grouping
results are obtained.

2.2.2. Measured Data. Dongsheng Quarry is located in
Dongsheng Village within the Jingyue Tourism Economic

N

S

EW

Figure 5: Pole map of the grouping results of the discontinuity
simulation data. Note: the colors and shapes of the plot points
correspond to the different groups as indicated in Table 4.

Development Zone, Changchun City, Jilin Province. The
geographical coordinates of the quarry are 125∘30E and
43∘48N.The landscape of the quarry mainly consists of hilly
landforms. A typical slope located in the same statistical
homogeneous area (see Figure 4) was selected for the present
study. The lithology of the slope rock mass is andesite and
discontinuities develop evenly.

The slope, which is about 50 m long and 30 m high,
is relatively unaffected by erosion and weathering, with the
discontinuities quite intact. A total of 683 discontinuity
data units were acquired from the slope by digital close-
range photogrammetry, as detailed in Table 3 [29], and used
to calculate and analyze the engineering example of the
slope to verify the engineering practicability of the proposed
method.

3. Results

3.1. Rationality Test of theMethod. Thegrouping results of the
simulation discontinuity datawere comparedwith the known
discontinuity grouping, as presented in Table 4. Figure 5
shows the pole map of the discontinuity grouping results,
while Figure 6 shows the density maps of the poles generated
by the discontinuities of each group. The clustering validity
indicator V𝑋𝐵 of the grouping results was determined to be
0.0605.
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Figure 6: Polar ISO density graph.

Table 3: Discontinuity data acquired from the study slope.

Discontinuity
number Dip(∘) Dip angle(∘) Trace length(m) Opening degree(mm) Undulation

1 22.52 52.30 2.96 50 1
2 22.71 68.85 0.98 0 1
3 358.89 58.73 1.73 0 1
4 124.43 87.86 0.62 0 1... ... ... ... ... ...
681 26.57 87.96 1.28 0 1
682 8.74 60.64 1.28 20 2
683 186.7 58.89 2.4 20 1

3.2. Analysis of the Engineering Application. The mechanical
strength of the slope discontinuities was observed to be
relatively weak. Given that the slope discontinuities deter-
mine the anisotropy, inhomogeneity, and discontinuity of
a rock mass [30], an investigation of the development and

distribution of the slope discontinuities facilitates an evalua-
tion of the stability of the rockmass.The grouping of the slope
discontinuity data acquired from the Dongsheng Quarry in
the present study was used as reference for further slope
stability evaluation.
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Table 4: Comparison of known centers and grouping results.

Group number Category Dip(∘) Dip angle(∘) Trace length(m) Opening degree(mm) Undulation Number

Set 1 ( ) Known center 242.9 44.8 2.85 1.00 1.0 40
Calculation result 251.6 44.1 2.88 1.01 1.0 40

Set 2 ( ) Known center 284.4 59.6 4.68 2.60 3.0 60
Calculation result 283.0 58.7 4.68 2.60 3.0 60

Set 3 ( ) Known center 41.0 74.5 1.44 0.68 1.0 60
Calculation result 42.6 74.4 1.46 0.69 1.0 60

Set 4 ( ) Known center 73.3 69.5 3.55 2.02 2.0 40
Calculation result 75.2 69.2 3.51 1.99 2.0 40

Table 5: Clustering validity with respect to the grouping parameter weights.

Weight of orientation Weight of trace length Weight of opening degree Weight of undulation Number of groups Validity indicator
1/4 1/4 1/4 1/4 3 0.3079
2/5 3/10 3/20 3/20 4 0.2523
1/2 1/4 1/8 1/8 4 0.2473
3/5 1/5 1/10 1/10 5 0.2514
7/10 3/20 3/40 3/40 5 0.2487

During the grouping process, the thresholds for the
clustering center splitting and merging were all set to 0.1.
The orientation and the trace length are accorded more
importance than opening degree, and undulation, and their
measurement accuracy is also better than the latter.Therefore,
they should be given more weight to make the grouping
results more reasonable. The weight of the orientation in
the grouping of the measured data ranged between 2/5 and
7/10, the weight of trace length was 1/2 of the remaining
weight, and the weight of opening degree and undulation
was taken as 1/2 of the weight of trace length. That is, the
weight of orientation is the highest, followed by the weight
of the trace length, and the weights of opening degree and
undulation are the smallest. In this case, the orientation and
trace length play a leading role in grouping discontinuities,
and, at the same time, the influence of the opening degree and
undulation on the grouping result is not ignored. In addition,
the subdivision weights of each grouping indicator are also
considered; that is, the weight of each indicator is 1/4. The
results of the clustering validation for different weights of the
grouping indicators are presented in Table 5.

When the discontinuities of different rock masses are
grouped, the minimum value of the clustering validity is
taken as the allocation principle for grouping parameter
weights. For the experimental slope, it can be observed from
Table 5 that the validity index of the clustering is the lowest
(0.2473) when the weight of orientation is 5/10, the weight of
the trace length is 1/4, and the weights of both the opening
degree and the weight of undulation both are 1/8, and the
grouping results of the discontinuities of the slope rock mass
are optimal. For this weight configuration, the algorithm
iterates 80 times and the results are stable and optimal. The
683 discontinuities are divided into four groups, as detailed
in Table 6.

N

S

EW

Figure 7: Pole map of the grouping results of the measured
discontinuities. Note: the colors and shapes of the plot points
correspond to the different groups as indicated in Table 6.

The discontinuity grouping results are presented more
intuitively and clearly in the pole map shown in Figure 7.

4. Discussions

It can be seen fromTable 4 that there are only little differences
between the known discontinuity grouping and the grouping
results of the simulation discontinuity data. In addition,
the clustering validity indicator V𝑋𝐵 is small, verifying the
reasonability of the proposed method for the dominant
grouping of multi-parameter discontinuities. The grouping
results were further processed to obtain a pole map of the
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Table 6: Best grouping of the measured discontinuity data.

Group number Dip(∘) Dip angle(∘) Trace length(m) Opening degree(mm) Undulation Number
Set 1 ( ) 229.6 74.1 2.00 16.6 1.16 153
Set 2 ( ) 276.2 10.8 2.37 11.3 1.22 157
Set 3 ( ) 72.3 65.7 2.22 14.6 1.10 216
Set 4 ( ) 25.2 64.9 2.18 8.5 1.26 157

discontinuity orientations and polar ISO density graphs of
the different discontinuity groups (Figures 5 and 6). The
simulation discontinuities were ideally divided into four
groups with clear boundaries, demonstrating the reliability of
the grouping method.

The discontinuity data acquired from a slope in the
Dongsheng Quarry were also grouped. It can be seen from
Table 6 that the discontinuities of groups 1, 3, and 4 have
large dip angles, indicating relatively high steepness. The
discontinuities of group 2 have smaller dip angles, indicating
relatively gentle slopes. In addition, the dip angles, trace
lengths, and undulations of the discontinuities of groups 3
and 4 are similar, whereas their dips and opening degrees
significantly differ. This informed the division of the discon-
tinuities into two separate groups. The undulations of the
discontinuities in all four groups are about 1, indicating a
relatively smooth overall slope.

It can be further seen from Figure 7 that the 683 disconti-
nuities are divided into four groups with obvious boundaries.
This confirms the correctness of the grouping results and
the engineering practicability of the proposed discontinuity
grouping method.

5. Conclusions

Although the traditionalmethod for grouping discontinuities
based on only their orientation is relatively simple, it has
some drawbacks. When two discontinuities have the same
orientation, they may exhibit different mechanical properties
owing to their other parameters being different. This has
some effects on the stability evaluation of the rockmass.Thus,
a multi-parameter discontinuity grouping method that uti-
lizes an improved ISODATA algorithm was proposed in this
study. The proposed method is adaptable and can evaluate
and optimize the grouping results. Following is a summary
of the experimental implementation of the proposed method
and the conclusions drawn from the study.(1) Monte Carlo stochastic simulation was used to gen-
erate four sets of discontinuities data with a certain degree
of discrimination. From the pole map generated by the
simulated discontinuities, discontinuities are clearly divided
into two groups. The grouping results based only on the
orientation only the intuitive judgment from the pole map,
which does not meet the actual situation. This not only
shows that there are certain defects in the grouping of
discontinuities based only on the orientation, but also shows
the necessity of using multiple parameters to group discon-
tinuities. The results of the multi-parameter grouping of the
discontinuities using the improved ISODATA algorithm was

compared with the known grouping to verify the rationality
of the proposed method.(2) Through close-range photogrammetry, discontinu-
ities were acquired from a slope in the Dongsheng Quarry
in Jingyue, Changchun City. This method of data acqui-
sition has higher efficiency and better accuracy and can
describe the three-dimensional information of the rock mass
discontinuities more comprehensively. Through the method
proposed in this paper, the acquired discontinuities were
grouped. A clustering effectiveness index was introduced
through experimental analysis for the comparison of dif-
ferent grouping results obtained using different grouping
parameters with differing weights. Under the principle of
the minimum clustering validity index, the optimal weight
configuration was determined to consist of a weight of
1/2 for orientation, 1/4 for trace length, and 1/8 for each
opening degree and undulation. This weight configuration
produced the best grouping results of the discontinuities of
the slope rock mass in the present study, and a pole map of
the orientation verified the correctness of the results. This
confirmed the engineering practicability of the proposed
method.(3) Owing to the establishment of two different means
of terminating the algorithm, it exhibits a higher computa-
tional efficiency comparedwith traditionalmethods, with the
produced grouping affording important reference for rock
stability assessment.
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