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Medical images play an important role in the hospital diagnosis and treatment, which include a lot of valuable medical information.
Manually annotated viewing is obviously not effective inmanaging large amounts of medical imaging data. Hence it is an important
task to establish an efficient and accuratemedical image retrieval system. In this paper, amedical image retrieval approach based on
Hausdorff distance combining Tamura texture features and wavelet transform algorithm is proposed. The combination of Tamura
texture features and wavelet transform features can extract the texture features of medical images more effectively, and Hausdorff
distance can reflect the overall similarity of medical image feature set. In this paper, 6 group experiments of brainMRI database and
the lung CT database were conducted separately. Experiments show that the proposed approach has higher accuracy than a single
feature texture algorithm and is also higher than the approach of Tamura texture features and wavelet transform features combined
with Euclidean distance.

1. Introduction

With the development of big data technology and hospital
information technology, medical images play an extremely
important role in the hospital diagnosis and treatment. Each
hospital generates a large number of medical images every
day, and a single imaging equipment daily products data up
to more than 10G. Thus the vast amount of data includes a
lot of valuable medical information; it is unable to effectively
manage themassivemedical imaging data only by themanual
annotationway [1].Therefore, it is the important task to estab-
lish the efficient and accurate medical image retrieval system.
The research of medical image retrieval is of a great signifi-
cance to clinical medicine.

Due to the particularity of imaging modes and imaging
characteristics of medical images, the majority of images
(except B-images and pathological sections) are gray scale
images. Thus color is not obvious for medical image to dis-
tinguish. Shape features are often associated with the target.
In the same place, the images have high similarity, so the
shape is not obvious for the retrieval of similar symptoms
[2]. Hence, the texture feature is important for medical image

analysis, which is the main basis to determine pathology.
Particularly in the pathological diagnosis, the textures of the
surface of normal organs and diseased organ are very differ-
ent, and the textures also reflect the spatial homogeneity of
the pixels in the image. In this paper, we will focus on the
texture features.

Texture features are used to capture the granularity and
recurring patterns of the image surface. For color images
and irregularly shaped images, researchers propose the image
retrieval method based on multifeature fusion [3–6]. Liu
Wanjun et al. calculated the Euclidean distance of the color
histogram and the texture feature of the image, respectively.
Finally, the Euclidean distances are fused to get the similarity.
Geng Yanping extracted color features in HSV space and
GLCM feature, and GLCM combined Tamura features to
form more abundant texture features. Li Bing extracted the
third-order color characteristics, three texture features by
Tamura, and shape features by Fourier, which were fused to
propose the image retrieval method based on multifeature
fusion. RehanAshraf combined the edges of color histograms
with discrete wavelet transforms to enrich performance of
content-based retrieval.
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Extracted texture features by wavelet transforms and
Gray Level Concurrence Matrix (GLCM) were also often
used in image retrieval [7–9]. The texture feature vectors
of images were constituted by mean and standard variance
of each subimages after wavelet transform decomposition
and second moment, contrast, correlation coefficient, and
entropy of GLCM. Then similarity measurement methods
were used, for example, the different weights Euclidean
distances or Canberra distance, as the measurement standard
of the retrieval result. Kumar and Singh [10], P Srivastava [11],
and Vijay Kumar Nath [12] combined the Discrete Wavelet
Transform (DWT) with Local Binary Pattern. They retrieved
the ear images, Corel-1K, Olivia-2688, Corel-5K, Corel-10K,
and GHIM-10K images and biomedical images. M Hare [13]
obtained the LBP descriptors of the two-dimensional gray
image, calculated the DWT coefficients and completed the
feature vector construction through the GLCM.

Zhou Jianlong extracted texture features by GLCM and
Tamura from the DDSM database formedical image retrieval
[14]. MA Anran et al. show that, according to the frequency
characteristics ofmedical images, characteristics of frequency
distribution and amplitude were obtained through analysis
of medical images. According to the different frequency
characteristics, an image retrieval method based on spec-
tral similarity was proposed [15]. Guo Jinge conducted the
same experiments on the human brain and lungs. Tamura
algorithm was more suitable for the feature extraction of
human brain images under the same setting. The GLCM
algorithm wasmore suitable for the human heart images [16].
Lu Xiaoqi finished image preprocessing on the ITK platform.
Tamura algorithm was used to extract the texture features
of the segmented images and was verified through heart CT
images [17]. Gao Yuan calculated the iris structure density
using Tamura texture features, and the relationship was
determined between iris fiber structure density and selected
features [18]. Mei Jun combined the directionality of Tamura,
morphological operation with Gaussian blurring, and suc-
cessfully generated the latitude and longitude organization
point distribution map to realize the fabric organization iden-
tification [19].

M Kumar created image database of eyes, extracted the
texture and intensity of eye images to form feature vectors,
and used Euclidean distances to retrieve eye images [20]. X
Ou described and extracted texture by Gabor wavelet trans-
form to retrieve skin images [21]. SMAnwar used fast wavelet
transform to extract the detail coefficients of images. The
standard deviation and kurtosis of images were calculated,
and the Euclidean distance was used to calculate the distance
between the features of the query image and each images in
the database [22]. Amin Khatami used wavelet transform to
decompose and analyzemedical images [23]. ZhangChunyan
et al. focused on the security of medical image retrieval,
combined with the characteristics of Henon mapping to
perform frequency domain cryptographic operations on the
image, and thendecomposed the encrypted image bywavelet,
and an algorithm of encrypted medical image retrieval based
ondiscretewavelet and perceptual hashwas proposed [24]. In
order to distinguish between benign tuberculosis and malig-
nant tuberculosis, Guohui Wei used three methods (LBP,

Gabor, and GLCM) to extract texture features and used SVM,
ELM, Semantic, TSCBIR, and Mahalanobis distances for
classification [25]. Xu Juanjuan used the wavelet transform
to extract texture features and used Restricted Boltzmann
Machine (RBM) to reduce the dimension to reduce the
amount of computation [26]. Zhang Jianxun proposed a new
medical image method based on Hausdorff distance com-
bined with wavelet transform. The images were decomposed
by wavelet transform, the feature points were detected by
gradient vector flow, and the Hausdorff distance was used to
match the set of feature points [27].

In summary, texture features are particularly significant
for medical image retrieval. However, for current medical
image retrieval methods, GLCM is mainly used for texture
feature extraction of images, which still cannot directly
reflect the texture features of diseased organs. Tamura texture
features are more intuitive and visually advantageous than
GLCM. Therefore, this paper combines wavelet and Tamura
texture features to extract texture features.

In addition, similarity measurement is another key step
in image retrieval accuracy. At present, while Euclidean
distance is the commonly used measurement method, it has
some shortcomings such as incomplete consideration of the
nature of space, lack of clear physical meaning, and sensitivity
to deformation of graphics. However, for other measure-
ment method, Manhattan distance, it needs to rely on the
system’s rotation of the coordinates when calculating, rather
than coordinate rotation and mapping. Canberra distance is
greatly sensitive to change in value close to 0 (greater than or
equal to 0), and the higher the variable, the stronger the sensi-
tivity in the high-dimensional space. Mahalanobis distance is
as sensitive as all features and cannot prominent the influence
of major factors. In contrast, Hausdorff distance does not
emphasize matching point in the image, but the maximal-
minimum distance, which reflects the overall similarity of
medical image feature set.

Texture analysis is a common method in pattern recogni-
tion and image processing. The wavelet transform can effec-
tively separate and extract the low-frequency approximate
information and the high-frequency detail texture informa-
tion of medical images; the latter can display the details of
the medical image and obtain more useful information for
retrieval. Most of the primitives on the surface of diseased
organs are irregular, so it is feasible to analyze the texture
by Tamura, which is commonly used in statistical analysis.
Therefore, we will combine the Tamura texture feature and
the average coefficients obtained by the wavelet decomposi-
tion to form a new feature vector group in this paper. And,
the Hausdorff distance of matching point set will be used in
the medical image retrieval. Hence, in this paper, medical
image retrieval approach by Hausdorff distance based on the
Tamura texture features and wavelet transform features was
proposed.

Themain work of this paper is given as follows. Sections 2
and 3 demonstrate the proposed method. Section 2 gives the
image preprocessing steps and the feature extraction method,
that is, using Tamura texture features and wavelet transform
algorithm to extract the effective texture features of medical
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image data. Section 3 describes similarity measurement stan-
dard; i.e., we use Hausdorff distance to measure the medical
image data. Section 4 demonstrates the proposed method
through experiments. Section 5 summarizes this paper.

2. Research Methods

2.1. Image Preprocessing. Due to imaging devices, the medical
images are different about the storage format and size and
data formats. Medical images are also subject to noise, light,
or human influence in the process of collection and transmis-
sion, resulting in blurred images and quality decline. In order
to restore the sharpness of original image and improve the
quality of the image, the image preprocessing is also an essen-
tial step [28]. The process of medical image preprocessing is
described with Figure 1. First, since the medical images have
different sizes, we use uniform quantization method to nor-
malize the images. Then owing to the existence of noise pro-
duced by collection and transmission, the images are filtered
by two-dimensional statistical sequence. This filtering meth-
od does not affect image quality and mage feature extraction.
Furthermore, to let grayscale distribution of medical images
be more uniform and the detail description be clearer, the
nonlinear transformation is used to enhance the images in
the spatial domain.

2.2. Texture Feature Extraction

2.2.1. Tamura Feature Extraction. Tamura et al. proposed that
there are six components of the Tamura texture features,
which are named coarseness, contrast, directionality, linelike-
ness, regularity, and roughness, respectively. In this paper,
three important features, coarseness, contrast, and direc-
tionality, are used.

(1) Coarseness. Computational process of coarseness is as fol-
lows:

(i) According to formula (1), in the active window of size
2𝑘 × 2𝑘 in the medical image, the mean of the brightness of
each pixel is calculated.

𝐴𝑘 (𝑥, 𝑦) =
∑𝑥+2𝑘−1−1𝑖=𝑥−2𝑘−1 ∑𝑦+2

𝑘−1−1

𝑗=𝑦−2𝑘−1
𝑔 (𝑖, 𝑗)

22𝑘
(1)

where (𝑥, 𝑦) represents the position of the region of the
selected medical image, 𝑔(𝑖, 𝑗) represents the mean of the
brightness in the 𝑖𝑡ℎ, 𝑗𝑡ℎ points in the selected region, and 𝑘
determines the range of the pixel.

(ii) According to formulae (2) and (3), the mean intensity
difference between no overlapping activity windows in the
horizontal and vertical directions is calculated.

𝐸𝑘,ℎ = 𝐴𝑘 (𝑥 + 2𝑘−1, 𝑦) − 𝐴𝑘 (𝑥 − 2𝑘−1, 𝑦)
 (2)

𝐸𝑘,V = 𝐴𝑘 (𝑥, 𝑦 + 2𝑘−1) − 𝐴𝑘 (𝑥, 𝑦 − 2𝑘−1)
 (3)

where 𝐸𝑘,ℎ represents the horizontal difference of this pixel
and 𝐸𝑘,V represents the vertical difference of this pixel.

(iii) Then, according to formula (4), the maximum of
𝐸 is calculated and the optimum size of each pixel 𝑆𝑏𝑒𝑠𝑡 is
calculated according to formula (5).

𝐸𝑘 = 𝐸max = max (𝐸1, 𝐸2, . . . , 𝐸ℎ) (4)

𝑆𝑏𝑒𝑠𝑡 (𝑥, 𝑦) = 2𝑘 (5)

(iv) According to the formula (6), the mean value of 𝑆𝑏𝑒𝑠𝑡
of all pixels in the entire image is calculated, which is called
the coarseness 𝐹𝑐𝑟𝑠.

𝐹𝑐𝑟𝑠 = 1
𝑚 × 𝑛

𝑚

∑
𝑖=1

𝑛

∑
𝑗=1

𝑆𝑏𝑒𝑠𝑡 (𝑖, 𝑗) (6)

where 𝑚 is the length of the image and 𝑛 is the width of the
image.

(2) Contrast. Generally, the image contrast refers to the
brightness level between the darkest black and the brightest
white in an image. According to formula (7), the contrast of
the medical image is calculated.

𝐹𝑐𝑜𝑛 = 𝜎
𝛼41/4 (7)

where 𝜎 is the standard deviation of gray value of the medical
image and 𝛼4 is the kurtosis of gray value of the medical
image.

(3) Directionality.The directionality is particularly important
in medical images, which reflects the texture direction of the
human muscle or tissue.The calculation process is as follows:

(i) According to formulae (8) and (9), the modulus of the
gradient vector and the local edge direction of each pixel in
medical image are calculated.

|Δ𝐺| = (|Δ𝐻| + |Δ𝑉|)
2 (8)

𝜃 = tan−1 (Δ𝑉Δ𝐻) + 𝜋
2 (9)

Formulae (8) and (9) can be achieved by convolving a 3
× 3 rectangular area around a medical image pixel point with
two 3 × 3 masks as shown in Figure 2.

(ii) Firstly, divide the region 0 − 𝜋 into 16 equal parts
and obtain the angle 𝜙 corresponding to the largest mode
of the gradient vector in each equal interval. Then calculate
pixel number 𝑛𝑝 when |Δ𝐺| in each region corresponding to
the angle 𝜃 is greater than the threshold. Secondly calculate
the number of gradient vectors of all pixels to construct the
histogram 𝐻𝐷, and discrete the range values of this histo-
gram, then the peak position of𝐻𝐷 is denoted by 𝜙𝑃. Finally,
according to formula (10), the overall direction of the medical
image can be calculated by the sharpness of the peak in the
histogram.

𝐹𝑑𝑖𝑟 =
𝑛𝑝

∑
𝑃

∑
𝜙∈𝜔𝑝

(𝜙 − 𝜙𝑝)2𝐻𝑑 (𝜙) (10)

where 𝑝 is the peak and 𝜔𝑝 is the range of the peak between
each valley.
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Figure 1: Flowchart of the image preprocessing.
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Figure 2: Two 3 × 3 masks.
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Figure 3: Structure of 1-level discrete wavelet.

2.2.2. Calculate Texture Features by
Wavelet Transform Algorithm

(1) The Introduction of Wavelet Decomposition. In this paper,
the texture information of medical image is extracted after
2 times wavelet decomposition to form the eigenvector of
image retrieval. The medical image is decomposed by 1-level
wavelet to obtain 4 subimages, of which size is 1/4 of the
original medical image. As show in Figure 3, the upper left
corner LL1 is the low-frequency information of the image
and the remaining is high-frequency information of the
image, where LH1 is the vertical component of the image,
HL1 is the horizontal component of the image and HH1 is
the diagonal component of the image. The 2-level wavelet
decomposition of medical images is performed once again
on the low-frequency component LL1 obtained after the 1-
level wavelet decomposition. As shown in Figure 4, we can
see the 1 low-frequency component LL2 and 6 high-frequency
components. In addition, in this paper, as shown in Figures 5
and 6, the schematic of the brain MRI images and lung CT
images by 1-level and 2-level discrete wavelet decomposition
is also given.

Discrete wavelet transform is multilevel decomposi-
tion of low-frequency components of the original medical
image to form wavelet decomposition tree, and finally the
low-frequency approximation information and the high-
frequency detail texture information of the medical image
are effectively separated and extracted. Since high-frequency
subimages reflect the detail features of the texture image, the
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（，1

，（1 （（1

Figure 4: Structure of 2-level discrete wavelet.

Table 1: 𝐸𝑅 and 𝑃𝑆𝑁𝑅 of each wavelet.

Wavelet function 38.bmp 41.bmp
𝐸𝑅 𝑃𝑆𝑁𝑅 𝐸𝑅 𝑃𝑆𝑁𝑅

Dmey 0.9491 21.8719 0.9517 19.5713
Haar 0.9086 22.0671 0.8953 21.4771
Bior3.7 0.9783 22.0532 0.9757 20.0996
Rbio6.8 0.9789 22.0666 0.9793 19.6148
Coif4 0.9852 22.2586 0.9794 21.5337
Db4 0.9733 22.2749 0.9786 22.2923
Sym4 0.9856 24.7927 0.9847 23.5570

low-frequency subimages reflect the overall features of the
texture image [29].

(2) The Choice of Wavelet Basis. In normal experiment, there
are kinds of commonly used 15 wavelet, of which 7 kinds
of discrete wavelet can be used in medical image feature
extraction, namely, Haar, Daubechies (db N), Biorthogonal
(biorNr.Nd), Coiflet (Coif-N), Symlets (symN), Dmeyer, and
ReverseBior (rbioNr.Nd). By decomposing medical images,
according to formula (11), formula (12), and formula (13), the
energy ratio (𝐸𝑅) and peak signal to noise ratio (𝑃𝑆𝑁𝑅) of
brain MRI images and lung CT images are calculated. As can
be seen in the Table 1.

𝐸𝑅 = 𝐸𝐿𝐿
𝐸 (11)

𝑃𝑆𝑁𝑅 = −10𝑙𝑔𝑀𝑆𝐸
(255 × 255) (12)

𝑀𝑆𝐸 = 1
𝑀 ×𝑁

𝑀−1

∑
𝑗=0

𝑁−1

∑
𝑖=0

(𝑓𝑖𝑗 − 𝑓𝑖𝑗)2 (13)

where 𝐸𝑅 is the low-frequency energy of image after wavelet
transform, 𝐸 is the total energy of image.𝑀𝑆𝐸 is the mean-
square error,𝑀 and𝑁 are theWidth and height of image, and
𝑓𝑖𝑗 and 𝑓𝑖𝑗 represent the pixel values of the original image and
the reconstructed image at the coordinates (𝑖, 𝑗), respectively.

It can be seen fromTable 1 that, under similar conditions,
the sym4 has the highest value 𝑃𝑆𝑁𝑅 when processing the
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(a) Schematic of brainMRI image by 1-level discrete wavelet decom-
position
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(b) Schematic of brain MRI image by 2-level discrete wavelet de-
composition

Figure 5: Schematic of brain MRI image by discrete wavelet decomposition.
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(a) Schematic of lung CT image by 1-level discrete wavelet decom-
position
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(b) Schematic of lung CT image by 2-level discrete wavelet decom-
position

Figure 6: Schematic of Lung CT image by discrete wavelet decomposition.

two medical images. Symlet is the improved wavelet basis
based on the Daubechies. It is better than Daubechies in a
certain performance. During the experiment process, Coif-
N wavelet needs setting the threshold by manual adjustment.
In this paper, we choose the wavelet function sym4 as the
medical image decomposition. Considering the existence of
certain redundancy between the information and computer
running speed, the image is decomposed by 2 times wavelet
transform algorithm to get six high-frequency subimages.
We choose the average coefficients of six high-frequency
subimages, which are the average coefficient of the 2-level

horizontal component, the average coefficient of the 2-level
vertical component, the average coefficient of the 2-level
diagonal component, the average coefficient of the 1-level
horizontal component, the average coefficient of the 1-level
vertical component, and the average coefficient of the 1-
level diagonal component, respectively. These coefficients are
expressed as mcH2, mcV2, mcD2, mcH1, mcV1, and mcD1.
Finally, a new set of eigenvectors with nine feature vectors is
composed of the three features extracted from the Tamura
texture features and the six average coefficients from the
wavelet decomposition.
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3. Similarity Measurement

Feature extraction is an important step of image retrieval.
Similaritymeasurement is another key step in image retrieval.
At present, distance and correlation are commonly used to
measure the similarity. The shorter the distance between
the features points of two images, the more similar the two
images. The most commonly used methods are Euclidean
distance, Hausdorff distance, Manhattan distance, and EMD
distance.

Euclideandistance is the simplest similaritymeasurement
method. It is easy to understand, but it is sensitive to the
deformation of the image. Manhattan distance needs to rely
on the system’s rotation of the coordinates when calculating,
rather than coordinate rotation and mapping. Hausdorff
distance is not the corresponding distance between point and
point, but the maximal-minimum distance. It belongs to the
fuzzy matching between point sets, which reflects the overall
similarity of medical image feature set.

In the following, we calculate the Hausdorff distance of
two medical images. For a query medical image set 𝑋 =
{𝑥1, 𝑥2, . . . , 𝑥𝑁} and a certain image set 𝑌 = {𝑦1, 𝑦2, . . . , 𝑦𝑀}
in medical image database. We use (14), (15), and (16)
to measure the Hausdorff distance 𝐻(𝑋,𝑌) of similarity
between two medical images.

𝐻(𝑋,𝑌) = max {ℎ (𝑋,𝑌) , ℎ (𝑌,𝑋)} (14)

where

ℎ (𝑋,𝑌) = max
𝑥∈𝑋

min
𝑦∈𝑌

𝑥 − 𝑦 (15)

ℎ (𝑌,𝑋) = max
𝑦∈𝑌

min
𝑥∈𝑋

𝑦 − 𝑥 (16)

where ‖ ∙ ‖ is the distance between feature points 𝑥 and 𝑦 in
the medical image.

ℎ(𝑋,𝑌) represents the forward Hausdorff distance from
point 𝑥 to point 𝑦. It calculates the distance about a certain
point 𝑥 of set 𝑋 of a medical image to be retrieved and
all points 𝑦 of a certain image set 𝑌 in medical image
database to get the smallest of all distances. All points 𝑥 in
the retrieved medical image set 𝑋 repeat the above process,
and each point 𝑥 gets a corresponding minimum distance,
then the maximum of the minimum distances is chosen as
a result. ℎ(𝑌,𝑋) is called the backward Hausdorff distance;
its calculation process is the same as ℎ(𝑋,𝑌). Finally the
maximum between ℎ(𝑋,𝑌) and ℎ(𝑌,𝑋) is chosen as the
Hausdorff distance of a queried medical image and a certain
image in medical image database.

The above method only describes the Hausdorff distance
between the queried medical image and one certain image
in medical image database. As shown in Figure 7, according
to the above method, the Hausdorff distance between the
queried medical image and all images in medical image
database are calculated. All Hausdorff distances are ranked
from small to large, and the images in database corresponding
to the first 10 Hausdorff distances are chosen in order as
retrieval result.

Query image

Image processing

Similarity
measurement

Retrieval
images

Medical Image
Database

Image processing

Texture features
extraction

Texture features
extraction

Texture features
database

Figure 7: Flowchart of the retrieval process.

4. Experimental Results and Analysis

4.1. Image Database. In order to verify the performance of
the proposed algorithm, we build a medical image database,
including brain MRI image database and lung CT image
database. China Medical Imaging Gallery provides the clas-
sification of diseases, for example, including brain tumor or
tumor-like lesions and lung lesions. In our self-built brain
image database, there are 122 brain images with jpg type, 512
∗ 512 size, and 96 dpi horizontal and vertical resolution. This
brain database includes 38 ependymomas, 48 glioblastomas,
and 36 hairy cell type astrocytomas. Also, for our self-
built lung image database, there are 35 infective lesions, 25
lung Candida infections, and 33 inflammatory pseudotumor.
For convince, S, J, X, H, Z, and Y are used to represent
ependymomas, glioblastomas, hairy cell type astrocytomas,
infective lesions, lung Candida infections, and inflammatory
pseudotumor.

The experimental computer hardware configuration is
Intel(R) Core(TM)i5-3230M CPU @ 2.60GHZ 2.60GHZ,
the memory size is 4GB, and the hard disk size is 750GB.
The software disposition is Windows7.0 operating system,
MATLAB programming language.

4.2. Results of Image Preprocessing. The preprocessing results
of brain MRI and lung CT image are shown in Figures 8 and
9. After normalization, noise removal, and enhancement, as
shown in the histogram in Figures 8 and 9, the contrast and
sharpness have been improved of these images.

4.3. Standards of Experimental Measurement. According to
formula (17), we use the accuracy of image retrieval as the
measurement standard of the retrieval result.

𝑝𝑛 = 𝑀
𝑁 (17)

where𝑁 is the number of similar images and𝑀 is the number
of same type images of queried medical image.
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Figure 8: Results of brain MRI image preprocessing.
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Figure 9: Results of lung CT image preprocessing.

For the 3 kinds of brain tumors, 5 medical images are
randomly selected as the queried medical images in each
kind, and the total number of queried medical images is 15.
The retrieval accuracy of each queried medical images is 𝑝𝑛,
where 𝑛 = 1, 2, . . . , 15, the average retrieval accuracy is 𝑝 =
∑15𝑛=1 𝑝𝑛/15.

For the 3 kinds of lung disease, 5 medical images are
randomly selected as the queried medical images in each
kind, and the total number of queried medical images is 15.
The retrieval accuracy of each queried medical images is 𝑝𝑛,

where, 𝑛 = 1, 2, . . . , 15, the average retrieval accuracy is 𝑝 =
∑15𝑛=1 𝑝𝑛/15.

4.4. Experimental Results and Analysis. In this paper, the
medical image retrieval system is designed. The upper left
of interface is the input image and the lower is the retrieval
results. Click the “Browse” button in the image system; the
image will be displayed in the upper left of the system.
Click the “Retrieval” button in the image system, the top 10
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medical images are displayed in the lower part of the medical
image retrieval system interface. The Hausdorff distance or
the Euclidean distance can be selected through the similarity
drop-down list; Tamura texture, wavelet transform algorithm
or the combination of Tamura texture, and wavelet trans-
form algorithm can be selected through the texture feature
extraction drop-down list. Click the “View-Retrieval-results”
button in the image system, we can see the retrieved image
category. In this paper, six experimental groups are carried
out, which are Tamura texture feature and wavelet transform
algorithmcombinedwithHausdorff distance, Tamura texture
feature and wavelet transform algorithm combined with
Euclidean distance, wavelet transform algorithm combing
Hausdorff distance, Tamura texture feature combing Haus-
dorff distance, wavelet transform algorithm combined with
Euclidean distance, and Tamura texture feature combined
with Euclidean distance. Taking the brain MRI image and
lung CT image as example, the experimental results are as
follows.

(i) Experimental Results of Brain MRI Images. The retrieved
image is the 38th image in the brain MRI database. Figure 10
shows the retrieval results of Tamura texture feature and
wavelet transform algorithm combined with Hausdorff dis-
tance. Figure 11 shows the results of the Tamura texture
feature and wavelet transform algorithm combined with
Euclidean distance. Figure 12 is the result of wavelet trans-
form algorithm combined with Hausdorff distance, and
Figure 13 is the result of Tamura texture feature combined
with Hausdorff distance, Figure 14 is the result of wavelet
transform algorithm combined with Euclidean distance, and
Figure 15 is the result of Tamura texture feature combined
with Euclidean distance. The retrieved results of the 10th,
8th, 6th, 5th, 5th, and 4th image in the brain MRI database
are, respectively, given in Figures 10, 11, 12, 13, 14, and 15.
According to the experimental results, it is obvious that
the Tamura texture feature and wavelet transform algorithm
combined with Hausdorff distance is priority. The Tamura
texture feature and wavelet transform algorithm combined
with Euclidean distance is lower. The wavelet transform
algorithm combining Hausdorff distance and wavelet trans-
form algorithm combined with Euclidean distance is follow.
Tamura texture feature combining Hausdorff distance and
Tamura texture feature combined with Euclidean distance are
the lowest.

(ii) Experimental Results of Lung CT Images. The retrieval
image is the 41th image in the lung CT database. Figure 16
shows the retrieval results of Tamura texture feature and
wavelet transform algorithm combined with Hausdorff dis-
tance, Figure 17 shows the results of Tamura texture feature
and wavelet transform algorithm combined with Euclidean
distance, Figure 18 is the result of wavelet transform algo-
rithm combing Hausdorff distance, Figure 19 is the result
of Tamura texture feature combing Hausdorff distance,
Figure 20 is the result of wavelet transform algorithm com-
bined with Euclidean distance, and Figure 21 is the result of
Tamura texture feature combined with Euclidean distance.
The retrieved results of the 10th, 9th, 8th, 6th, 5th, and 5th

Figure 10: Retrieval results of Tamura texture feature and wavelet
transform algorithm combined with Hausdorff distance.

Figure 11: Retrieval results of Tamura texture feature and wavelet
transform algorithm combined with Euclidean distance.

Figure 12: Retrieval results of wavelet transform algorithm com-
bined with Hausdorff distance.
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Figure 13: Retrieval results ofTamura texture feature combinedwith
Hausdorff distance.

Figure 14: Retrieval results of wavelet transform algorithm com-
bined with Euclidean distance.

Figure 15: Retrieval results ofTamura texture feature combinedwith
Euclidean distance.

Figure 16: Retrieval results of Tamura texture feature and wavelet
transform algorithm combined with Hausdorff distance.

Figure 17: Retrieval results of Tamura texture feature and wavelet
transform algorithm combined with Euclidean distance.

image in the brain MRI database are, respectively, given
in Figures 16, 17, 18, 19, 20, and 21. According to the
experimental results, it is obvious that the Tamura texture
feature and wavelet transform algorithm combined with
Hausdorff distance is priority. The Tamura texture feature
and wavelet transform algorithm combined with Euclidean
distance is lower.Thewavelet transformalgorithmcombining
Hausdorff distance wavelet transform algorithm combined
with Euclidean distance follow. Tamura texture feature com-
bined with Hausdorff distance and Tamura texture feature
combined with Euclidean distance are the lowest.

(iii) Data Quantitative Analysis. Take the brain MRI image
as the image to be retrieved; the average accuracy of wavelet
transform algorithm combined with Euclidean distance, the
average accuracy of Tamura texture feature combined with
Euclidean distance, the average accuracy of Tamura texture
feature combing Hausdorff distance, the average accuracy
of wavelet transform algorithm combing Hausdorff distance,
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Figure 18: Retrieval results of wavelet transform algorithm com-
bined with Hausdorff distance.

Figure 19: Retrieval results of Tamura texture feature combined
with Hausdorff distance.

Figure 20: Retrieval results of wavelet transform algorithm com-
bined with Euclidean distance.

Figure 21: Retrieval results of Tamura texture feature combined
with Euclidean distance.

Table 2: The average accuracy of brain MRI images each method.

Features
Similarity(%)

Euclidean
distance

Hausdorff
distance

Tamura feature 64 65.33
Wavelet transform 66 72
Tamura texture feature combined
with wavelet transform 77.33 83.33

the average accuracy of Tamura texture feature and wavelet
transform algorithm combined with Euclidean distance, and
the average accuracy of Tamura texture feature and wavelet
transform algorithm combined with Hausdorff distance are
64%, 66%, 65.33%, 72%, 77.33%, and 83.33%, respectively.
Take the lung CT image as the image to be retrieved; the
average accuracy of wavelet transform algorithm combined
with Euclidean distance, the average accuracy of Tamura
texture feature combined with Euclidean distance, the aver-
age accuracy of Tamura texture feature combing Hausdorff
distance, the average accuracy of wavelet transformalgorithm
combing Hausdorff distance, the average accuracy of the
Tamura texture feature and the wavelet transform algorithm
combined with Euclidean distance, and the average accuracy
of the Tamura texture feature and the wavelet transform algo-
rithm combined with Hausdorff distance are 68%, 69.33%,
68.67%, 73.33%, 78.67%, and 85.33%, respectively, in Tables
2 and 3. According to the experimental data, it is obvious that
theHausdorff distance combinedwithTamura texture feature
and wavelet transform algorithm is priority. The Euclidean
distance combined with Tamura texture feature and wavelet
transform algorithm is lower; the wavelet transform algo-
rithm combined with Hausdorff distance follows; Tamura
texture feature combined with Hausdorff distance is the
lowest.
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Table 3: The average accuracy of lung CT images each method.

Features
Similarity(%)

Euclidean
distance

Hausdorff
distance

Tamura feature 68 68.67
Wavelet transform 69.33 73.33
Tamura texture feature combined
with wavelet transform 78.67 85.33

5. Conclusion

With the development of hospital information technology,
the effective management of massive medical images is very
important. Retrieving useful images in the mass medical
image database has become a worthy research problem. In
order to solve this problem, a medical image retrieval ap-
proach based on Hausdorff distance combined with Tamura
texture feature and wavelet transform algorithm is proposed
in this paper. Texture is an important feature of medical
images, and different types of disease have different charac-
teristics in texture distribution. Thus, in order to increase
the texture information, the proposed approach combines
Tamura and wavelet transform algorithm to extract texture
features. Similarity measurement is another important factor
in image retrieval; however, European distance is a point to
point distance, which cannot reflect the overall similarity of
medical image feature set.Thuswe useHausdorff distance for
similarity measurement in the proposed approach.

We build a medical image database, including brain MRI
image database and lung CT image database. Experiments
show that the proposed approach has higher accuracy than a
Tamura feature texture and wavelet transform algorithm and
is also higher than the approach of Tamura texture feature
and wavelet transform algorithm combined with Euclidean
distance. The average retrieval accuracy of the proposed
approach is higher than other five approaches up to 19.33%,
17.33%, 18%, 11.33%, and 6% in the brain MRI experiments.
For lung CT experiments, the average retrieval accuracy of
proposed approach is higher than other three approaches up
to more than 17.33%, 16%, 16.66%, 12%, and 6.66 %.

The future works are as follows. (1) The algorithm of this
paper only validates themedical image database of brainMRI
and lung CT, and we will increase the image database of
chest and other medical images to further verify the accuracy
of the algorithm. (2) Further we will study the Hausdorff
distance and improve the Hausdorff distance to reduce the
noise, occlusion, background, and other abnormal points of
medical images and improve the accuracy of the similarity
measurement.
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