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A three-layer Bayesian intelligent fault inference model (BIFIM) for an inverter is established to infer the probable uncertain faults.
The topological structure of the BIFIM includes the inverter’s operation conditions for the first layer, the inverter’s faults for the
second layer, and the fault symptoms for the third layer, which combines the field technicians’ knowledge and experiences with
historical running data. The prior probability table of the root node is acquired by the method of basic probabilities corrected
historical operation data. The conditional probability parameter table of the BIFIM is obtained by the improved maximum
expectation algorithm. Four kinds of incomplete evidence were reasoned and verified, including simple evidence with obvious
support, incomplete evidence information, complex evidence without obvious support, and evidence with information conflict.
The proposed strategy can make use of the available evidences to inference the probabilities of faults, indicating different reasoning
abilities under the different degree of completeness of evidence, especially demonstrating the same inference result under some
incomplete evidence information as under complete evidence information.

1. Introduction

The inverter-powered motor speed control system has now
become an industry trend [1] since inverters are widely
used in electric drives such as the motor drive and power
conversion for its good performance and energy efficiency.
Due to the fragility and complexity of power electronic
devices, inverters are vulnerable to failure [2, 3]. During a
running process of industrial system, continuity of a specific
production process does not allow the system to stop; other-
wise it will cause significant economic losses [4]. In recent
years, research on fault-tolerant control systems has been
given more and more attention [5, 6]. Fault-tolerant control
is often used in inverters to enhance the reliability of the con-
verters, and only detecting accurately and positioning faults
can realize fault-tolerant control [7]. The fault inference of
inverters is an important means to find and eliminate faults in
time and ensure the good operation of the converters, which
plays an insightful part in the management, maintenance,
and reparation of the machine using inverters. Hence, it is
promising to study the fault inference method of inverters.
Typically, the failure and symptoms of a device are nonlinear,

staggered coupling relationships [8]. A variety of faults may
show the same or several symptoms and a failure may
also show a variety of more obvious symptoms. Hence, the
casual relationship is more complicated and cross-coupled.
In addition, due to the limitations of the technical conditions
and hardware equipment [9], the collected information of
the symptoms is incomplete, is inaccurate, and may even
conflict with one another, so the fault inference and diagnosis
of complex situations are urgent problems to be solved.

The fault inference method can be divided into three
types: the artificial intelligence (AI), the fault tree, and a
contrast detection. Firstly, AI method generally includes
artificial neural networks [10], genetic algorithms (GA) and
program design [11, 12], the expert system [13, 14], the fuzzy
rough set theory [15], and other methods. In [10], a neural
network was applied to the fault reasoning of a rotating
machinery, which employed multisensors’ information to
implement deep learning. Wang et al. [11] proposed an
improved GA to develop power transforms’ faults inference,
which found the best parameters of the classical domains and
weights in the extended clustering method through EGA’s
search characteristics. Mohammed, M. A. et al. [12] proposed
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a hybrid scheme that combines the GA with case-based
reasoning to improve CBR diagnosis effect. An instinctive
transformer’s fuzzy expert system for multifault diagnosis
was presented [13]. In [14], through the accumulation of
experience, the study listed the possible failures, summed
up the principles, and built an expert system based on
a knowledge base to determine the fault type of internal
combustion engines. Saravanan et al. [15] used a data mining
system to form a decision-making system by distinguishing
the features of various fault conditions using a decision tree.
Secondly, the fault tree mode diagnosis method includes
the traditional fault tree methodology [16] and fuzzy failure
tree means [17]. Ni, S. X. et al. in [16] built a fault tree,
which was established by using the minimum cut set method
to determine the breakdown in the case of power system.
Gharahasanlou, A. N. et al. in [17] applied the fault tree to the
fault inference for the crushing and mixing bed hall. Finally,
the contrast detection method includes the current detection
one [18] and voltage detection one [19]. The authors in [18]
analyzed the current characteristics of a motor under general
states and open circuit fault states, employing the sumvalue of
the modulus of the three phase currents as the characteristic
quantity for fault inference. In [19], fault diagnosiswas carried
out by comparing the difference between the voltages of the
inverters in normal state and in the faulted states.

The above methods can be used for fault inference and
the diagnosis of inverters, but most of them need complete
and complete fault characteristic information and fault data.
However, it is difficult to collect accurate and complete infor-
mation about the symptoms in practice; the data obtained in
most cases are incomplete and even the non-target data is
conflicted.Therefore, in the case of incomplete information, it
is crucial to research the relatively intelligent fault inference
method with domain expert knowledge and to make infer-
ence and diagnosis.

To consider the environmental conditions and working
conditions, researchers in different fields have established
specific three-layer Bayesian Network (BN) containing such
factors as a layer [8, 20–22]. Bin Gang Xu [8] constructed
a three-layer BN including machine operating state layer to
diagnose four types of faults of a flexible rotor: rotor unbal-
ance, rotor crack, etc. Zengkai Liu [20] et al. proposed a three-
layer BN based on empirical mode decomposition method to
diagnose the faults of gear pumps. In addition to the usual
fault layer and fault symptom layer, the BN also contains a
multisource information layer, which considers the factors
such as humanobservation information, systemmaintenance
information, or abnormal operation records. Literatures [21,
22] proposed three-layer BNs containing environmental
information or operational status for internal combustion
engines and power quality analysis. The validation results
showed that three-layer BNs can better combine historical
experiences and equipment information for more intelli-
gent fault diagnosis and accurate reasoning. However, the
application of three-layer BNs to the fault diagnosis of
power electronic equipment has been not deeply studied by
far.

In the study, the intelligent fault inference model for an
inverter employing the Bayesian network (BN) is developed

Load

Voltage
sensors

Current
sensors

N'

Voltage
sensors

+

T5T3T1

T4 T6 T2

C2

C1
g5

g2g6g4

g3g1

−

Figure 1: Topology structure of a typical three-phase bridge inverter.

with the knowledge of domain experts, inverter operating
states, inverter faults, and fault symptoms. Based on rele-
vant knowledge and experiences, a 3-layer Bayesian belief
structure is established and the corresponding probabilities
distribution table (CPT) of all the nodes is determined.
Compared with the existing Bayesian network for reasoning,
the major contributions of the study are as follows.(1) A three-layer Bayesian intelligent fault inference
model (BIFIM) is proposed, inwhich the operating state layer
of equipment is added to reflect the operating state and work-
ing conditions of equipment.The basic probability correction
method for historical operation data of root nodes and
the improved maximum expected conditional probability
method for nonroot node are proposed, respectively.(2) Based on the proposed three-layer Bayesian intelli-
gent fault inference model, probabilistic explanations can be
obtained for faults of various types, especially for incomplete
evidence information demonstrating the same inference
result under some incomplete evidence information as under
complete evidence information. The proposed model can
intelligently infer the fault probability results under a variety
of complex situations by synthesizing the operating data and
evidence information of the equipment, which shows the
intelligence of the reasoning model.

The paper is organized as follows: Section 2 describes
the system principle of a typical and widely used inverter
and illustrates the fault features under open circuit states.
Section 3 discusses the Bayesian intelligent fault reasoning
algorithm framework, including message passing principle.
The establishment of the three-layer BIFIM including the
architecture and the probability parameters is demonstrated
in Section 4. The integrated inference and deep analysis of
the proposed approach under various evidence information
and operating states are provided in Section 5. Finally, the
conclusions about the proposed three-layer BIFIM for the
invert are presented in Section 6.

2. System Description and Fault Features

The topology structure of a typical three-phase voltage source
inverter driving mine hoisting is illustrated in Figure 1,
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Figure 2: Experimental phase voltages Ua, Ub, currents Ia, Ib with OC fault occurred in T1.
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Figure 3: Experimental phase voltages Ua, Ub and currents Ia, Ib with OC fault occurred in T1, T3.

including a DC link and a three-phase bridge module. The
DC link is composed of two large equivalent capacitors to
maintain the DC voltage smooth and buffer passive energy.
The three-phase bridge module is called the main circuit,
composed of six bridge arms. Each arm has a power switch
Ti (IGBT, 𝑖 = 1, . . . , 6) and a counter parallel diode. The
conduction mode of each phase is 120∘and that of a pair
of bridge arm up and down is 180∘. Three-phase sinusoidal
voltages of different frequencies can be obtained by using
different PWM control modes, by which a series of modu-
lated pules can be generated to exert on the terminals g𝑖 (𝑖 =1, . . . , 6). Consequently, the voltage sensors acquire the phase
voltage waveforms of the three phases in the normal state,
shown in Figure 2(a). Similarly, the current sensors acquire
the current waveforms of the three phases in the state, shown
in Figure 2(b).

The power switches and the DC link of the inverter
circuit are high frequently happening fault positions shown
in Figure 1. In practice, 1 IGBT appearing open circuit (OC)
fault accounts for the majority, and there are 6 modes (Ti,𝑖 = 1, . . . , 6) in total. In the high-power converter circuit,
there are often 22 kinds of faults simultaneously happening
in the two switches, which cause serious damages. However,
three switches’ failure at the same time is less likely, which
involves 20 modes totally. As can be seen from Figures 2(a)
and 2(b), when 𝑡 ≥ 0.2s, an OC fault occurs in a switch (e.g.,
T1). The phase currents at the output side of the same phase
in the inverter will be seriously distorted, while the voltages
of phases A, B, and C will all be distorted, resulting in high-
voltage pulses and high-order harmonics. If two switches of
different phases have OC faults at the same time (e.g., T1 T3,
Figure 3), the currents of the both phases will be seriously
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distorted, and the voltages of A, B, and C phases will be
distorted. If two switches of the same phase are open at the
same time, only the voltage and current of that phase are
distorted, while currents and voltages of the other phase will
not be influenced. In addition, when theOC fault is caused by
invalidity of the drive signal, a sparse pulse strings will appear
in the voltage waveform at the corresponding output side.

From Figures 2 and 3, when the OC fault occurs in one or
more power switches of the inverter, the three-phase voltages
and currents will be distorted, demonstrating obvious differ-
ences with different fault modes. Therefore, it is feasible to
collect the voltage and current waveforms to extract the fault
features.

3. Bayesian Diagnostic Inference
Algorithm Framework

A Bayesian diagnostic inference is an inference form that can
find out the causes of the result and calculate the probabilities
of its occurrence when the result is known.The result referred
to the symptom information which can be complete or
incomplete and the cause is likely to one ormore. Namely, the
inference result of the Bayesian diagnostic network describes
the probability order of all the causes, which determines the
occurring fault under certain inference rules. It is usually used
in the case of fault diagnosis [23, 24].

3.1. Bayesian Diagnostic Inference Process. The work flow
of the Bayesian diagnostic inference network is shown in
Figure 4. Firstly, according to the field technicians’ knowl-
edge and experiences or structure learning algorithms,
the Bayesian network structure can be established. By the
acquired data samples, we can calculate the prior probabilities
by parameter algorithms or empirical methods for root
nodes, while for leaf nodes parameter algorithms are suitable
to obtain conditional probabilities due to the huge data.
Secondly, we obtain the evidence information by the collected
symptom information, updating the messages of each node
through message passing. Finally, the study calculates the
probability distribution of the query node, which needs to
calculate its probability of occurrence or not.

The most fundamental step in the diagnostic inference
procedure is the construction of a target Bayesian network
and the acquisition of the prior probability of each node,
and the most critical step is message passing. The message
passing algorithm is suitable for single connected networks,
and its computation is simple and fast. In Section 4, the
establishment process of the diagnostic inference Bayesian
network of inverters is given. In this section, the principle of
message transmission is described in detail.

3.2. Message Passing Principle. The Bayesian network dis-
played in Figure 5 contains two root nodes (A, B), three
intermediate nodes (C, D, E), and four-leaf nodes (F, G,
H, I). The message passing structure is composed of nodes
of variables in the Bayesian network. The ellipse stores the
newest probability information. The message from a parent
knot to its child is named a 𝜋message, and the message from
a child knot to its parent node is called the 𝜆message [25, 26].
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Figure 4: The workflow of Bayesian diagnostic inference networks.
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Figure 5: Message transmission structure in a Bayesian network.

Some 𝜋 messages and 𝜆 messages are given in Figure 5; e.g.,𝜆𝐹(𝐶) denotes the 𝜆 message from the child knot 𝐹 to its
parent knot C.

Message passing course is broken into two phases: mes-
sage collection stage and the message distribution stage [25].
The two stages collect and distribute messages through a hub
node and then obtain the probability of each parent node
according to the evidence information. We give an example
to analyze and demonstrate the massage passing principle
[26, 27]. For example, the proof information G = g is given
in Figure 5 and 𝐷 is selected as the hub node to analyze the
message passing algorithm principle. The algorithm requires
the initializations for all the 𝜋 and 𝜆 messages: set all the



Mathematical Problems in Engineering 5

values of 𝜋 and 𝜆 messages to 1and 𝜋 messages of root
messages to the prior probabilities.

3.2.1. Message Propagation Algorithm. (1) For any node S (S
= F, C, A, D, H, I, E, B) that is not an evidence node, S
receives all messages from its subnodes to obtain 𝜆(𝑠𝑖), which
is calculated through

𝜆 (𝑠𝑖) = ∏
𝑞

𝜆𝑌𝑞 (𝑠𝑖) (1)

where 𝑌𝑞, 𝑞 ∈ [1,𝑚] is the child node of the node S. 𝑠𝑖 means
the ith state of node S. If the parent node has only one child
node, 𝜆(𝑠𝑖) is just the message itself. If there are multiple child
nodes, 𝜆(𝑠𝑖) is the product of several messages. For any node
S, the 𝜆message corresponding to any state of its parent node
is

𝜆𝑆 (𝑢𝑖) = ∑
𝑠𝑖

𝜆 (𝑠𝑖) ∑
𝑢𝑘:𝑘 ̸=𝑖

𝑃 (𝑠𝑖 | 𝑢1, . . . , 𝑢𝑚)∏
𝑘 ̸=𝑖

𝜋𝑆 (𝑢𝑘) (2)

where 𝑢𝑖, 𝑖 ∈ [1, 𝑛] is the ith state of node S’s parent node 𝑈.
If node 𝑆 is the evidence node and the observed state is 𝑠𝑒,

the received message is shown in

𝜆 (𝑠𝑖) = {{{
0 𝑖 ̸= 𝑒
1 𝑖 = 𝑒 (3)

(2) Any node S (except evidence nodes) receives all
messages from its parent node to obtain 𝜋𝑠𝑖(𝑢𝑗). New 𝜋
messages of node 𝑆 are calculated through

𝜋𝑌𝑗 (𝑠𝑖)
= ∏
𝑘 ̸=𝑗

𝜆𝑌𝑘 (𝑠𝑖) ∑
𝑢1 ,...,𝑢𝑚

𝑃 (𝑠𝑖 | 𝑢1, . . . , 𝑢𝑚)∏
𝑖

𝜋𝑆 (𝑢𝑖) (4)

If node 𝑆 is the evidence node and the observed state is 𝑠𝑒,
the received message is shown in

𝜋𝑌𝑗 (𝑠𝑖) = {{{
0 𝑖 ̸= 𝑒
1 𝑖 = 𝑒 (5)

(3) Belief updating is as follows.
When a node S receives the 𝜋messages from the parents

and the 𝜆 messages from the children, it indicates that
the belief parameter of the node has been updated by the
following equation.

𝑃 (𝑠𝑖 | 𝑒) = 𝜎𝜆 (𝑠𝑖) 𝜋 (𝑠𝑖) (6)

where 𝑒 is the evidence given and𝜎 is the normalized function
rendering ∑𝑖 𝑃(𝑠𝑖 | 𝑒) = 1.
3.2.2. Message Passing Process. The two stages collect and
distribute messages through a hub node, through which evi-
dences and information passes as much as possible according
to the evidence nodes and the target nodes.Then,D is selected

as a hub node when G is an evidence node. The message
passing process is as follows.

(1) Parameters Initialization. In the stage before any evidence
is entered, all the 𝜋messages of root nods 𝜋(𝐴) and 𝜋(𝐵) are
initialized from the priors. All the 𝜆 messages of leaf nodes
without evidence set 𝜆(𝐹) = (1, 1), 𝜆(𝐺) = 𝜆(𝐻) = 𝜆(𝐼) =(1, 1).
(2) Propagation without Evidence. In the stage, node 𝐷
updates the belief with (6) with no evidence, 𝑃(𝐴) and 𝑃(𝐵).𝜋𝐷(𝐴) and 𝜋𝐷(𝐵) are calculated with (4). According to (2),𝜆messages will not change with no evidence. Consequently,
node𝐷 can compute its own 𝜋message and pass down to its
children 𝐺 and𝐻. Meanwhile, the other nodes C, E, etc. also
receive messages from their parents and sent out messages
to their children. Since these nodes have no effect on the
diagnosis result with no new message updating, there is no
necessity to discuss the corresponding message propagation.

(3) Propagation with Evidence. When evidence G = g is
entered by setting 𝜆(𝐺) = (1, 0), the message 𝜆𝐺(𝐷) will be
calculated and sent up to D. 𝜆(𝐷) and 𝑃(𝐷 | e) are then
reupdated. Accordingly, the new messages are sent to D’s
parents and to its other children. Therefore, the belief of root
nodes 𝑃(𝐴 | e) and 𝑃(𝐵 | e) is recomputed.

Hence, the Bayesian diagnosis inference network can
make a probabilistic interpretation for a complex systemwith
multiple causes and multiple faults and can provide more
objective data judgment under incomplete information.

3.3. �e Intelligent �ree-Layer Bayesian Network Frame. In
the field of failure diagnosis and reasoning, the operation
states and operating conditions for equipment have a great
influence on the reasoning results. If the working parameters
of a certain piece of equipment are known, many other faults
can be excluded even if the fault evidence is incomplete, and
the probability of a certain fault may increase rapidly. Thus,
a three-layer Bayesian fault inference network based on the
operational state layer is proposed in this paper as shown
in Figure 6. In Figure 6, the structure from top to bottom is
constituted of the running condition layer, fault layer, and
fault omen layer. Accordingly, domain experts and fault data
are required to obtain the 1st layer’s prior probabilities and
conditional probabilities of the 2nd and 3rd layers. When
the inference network’s parameters are obtained, the fault
probability inference can be carried out based on the evidence
of the third layer, and, of course, two-way inference can also
be implemented in combination with the operational state
layer.

As shown in Figure 6, in the Bayesian network frame
diagram, the first layer is the operation condition layer, which
mainly reflects the inverters’ running states and bad working
conditions. Generally, the variables listed in this layer are all
kinds of faults that lead directly to the converter such as pulse
loss of a phase, capacitance damaging, or aging. The variables
in this layer are the root nodes in the Bayesian network,
and the prior probabilities are evaluated by the specialists
and then improved through the technicians as the inverter’s
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operating circumstances are more complex due to the field
work environment, emergency, load fluctuations, operating
errors, and the influence of other factors [28, 29]. Hence,
the variables of this layer should be determined by domain
experts and field technicians based on the field operation
status and historical data.

The variables listed in the second layer are various faults
of inverters or the positions of faults, and the common faults
of inverters are as follows: A-phase failure, B-phase fault,
C-phase fault, and DC-link fault. The variables listed in
the third layer are the diverse symptoms of inverters such
as waveform distortion, abnormal pulse, abnormal voltage,
and waveform distortion. The faults in the second layer
are mainly reflected by the fault symptoms of the third
layer after feature extraction from some monitoring data.
The structure of the 1st and 2nd layer and their causal
relationships are determined by domain experts and field
technicians. Finally, the evidence needed for inference comes
mainly from the third-layer fault symptoms as well as the
first-layer inverters’ operating conditions, both of which are
provided by symptom data and historical running data.

In contrast with the traditional Bayesian network struc-
ture (which contains only two layers: inverters’ fault layer and
symptom layer [30]), the three-layer BN structure proposed
in this study considers both the inverters’ faults and fault
omens and the operational circumstances that may lead to
the inverters’ failure. In the actual project, these results in the
operation of the inverter’s fault can provide a lot of useful
diagnostic information and can enhance the precision of fault
inference.

4. Establishment of the Fault Inference
Network for Three-Layer Bayesian Inverters

In the section, an improved BN structure for fault inference
applied to inverters named BIFIM is structured, which has
a three-layer structure: the operation conditions layer, the
inverters’ fault layer, and the fault omens layer. Thus, the
construction consisted of two causal topology structures that
involves more information about the operating conditions of
the equipment and the symptoms of the failure. The three
layers have a direct causal relationship in turn.

The specific work flow of the Bayesian network is shown
in Figure 4. In view of the characteristics of the OC faults
of the three-phase voltage source inverter (Section 1), the
fault’s causality is analyzed and the structure of the BIFIM is
established. Parameter learning methods from the acquired
fault symptom data or else can obtain the prior probabilities
and conditional likeliness of the improved BN. Uncertain
and incomplete inference shall be made according to the
evidences.

4.1. Topology of Bayesian Fault Inference Network for the
Inverter. From the above analysis, the second layer of BIFIM
consists of four nodes: A-phase failure, B-phase fault, C-phase
fault, and DC-link fault. Each phase failure may be caused
by the upper switch fault and the lower switch fault, and the
fault of each bridge arm may be the OC fault of this switch
or the fault of this drive pulse. Therefore, of all the A, B, and
C phase faults each fault has four parent nodes. The fault of
DC link may be caused by two capacitor’s faults or capacitor
parameter aging and weakening, which has four parent nodes
accordingly. The symptoms of each phase fault can be shown
as positive and negative half-cycle distortions of waveforms
of each phase and abnormal pulses of voltage waveforms.
Therefore, of all the A, B, and C phase faults each fault has
three child nodes, while the possible symptoms of DC link
fault are both the positive and negative half cycle waveform
distortion of voltages and currents in all phases, in addition
to two capacitor voltages’ distortion.

Accordingly, the topology of the BIFIM of the inverter
is shown in Figure 7, which consists of 29 variable nodes.
Among them, there are 15 nodes 𝑋1–𝑋15 for the inverter’s
operation conditions layer, four nodes 𝑋16–𝑋19 for the
inverters’ fault layer (shown in the highlighted ovals), and 10
nodes𝑋20–𝑋29 for the fault omens layer. Moreover, the prior
likeliness and conditional likeliness required of Bayesian
networks are obtained through statistical data and practical
experience.

4.2. Data Preprocessing. Each node in the BIFIM has two
working states. For the variables in the first and second layers,
they are state variables with two values, normal or failure.
As for the variables in the third layer, they are the data
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Figure 7:The BIFIM of the inverters’ fault inference.

variables which require data preprocessing, especially for the
waveform distortion rate and abnormal pulse of waveforms.
Asmentioned above, A, B, andCphase voltages, currents, and
capacitor voltages are taken as the detection variables. Then
the quantization formula of positive and negative half-cycle
waveform distortion data of voltage and current is

∑𝑗 (𝑥𝑗 − 𝑥𝑗𝑖)∑𝑗 𝑥𝑓𝑖 = {{{
< −5% Q𝑖 = 1
≥ −5% Q𝑖 = 2 (7)

∑𝑗 (𝑥𝑗 − 𝑥𝑗𝑖)∑𝑗 𝑥𝑓𝑖 = {{{
> 5% W𝑖 = 1
≤ 5% W𝑖 = 2 (8)

where Q𝑖 represents the variable corresponding to 𝑋21, 𝑋23,
and 𝑋25 in layer 3; i.e., 𝑖 = 21, 23, 25; W𝑖 represents the
variable corresponding to layer 𝑋20, 𝑋22, and 𝑋24, 𝑖 =20, 22, 24; 𝑥𝑗 is the jth extracted value for variable X (Q𝑖) in
a given period, and 𝑥𝑓𝑗 is the jth extracted value for variable
X (Q𝑖) in a given period when it runs normally and stably.

Similarly, for 𝑋27 and 𝑋28, we employ the absolute value of
(7)-(8) to realize the quantization.

For the case that the abnormal waveform of voltage
and current occurs in all the three phases, the abnormal
pulse voltage signal reflecting the abnormal pulse in the
three phases simultaneously can be used as the statistical
quantification equation:

𝑇𝐻𝐴&𝑇𝐻𝐵&𝑇𝐻𝐶 = {{{
1 V𝑖 = 1
0 V𝑖 = 2 (9)

(∑𝑙𝑗=2ℵ2𝑗)1/2ℵ1 = {{{
> 3% 𝑇𝐻𝑖 = 1
≤ 3% 𝑇𝐻𝑖 = 0 ,

𝑖 = 𝐴, 𝐵, 𝐶
(10)

whereV𝑖 represents the variable corresponding to𝑋26 in layer
3; i.e., 𝑖 = 26;ℵ𝑖, 𝑖 ∈ [1, 𝑙] denotes the root mean square value
of each harmonic to the variable X (V𝑖); l is the maximum
harmonic order intercepted.
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Table 1: Prior probability correction table of root nodes.

Number Influencing factors Factor probability Pi Probability coefficient ai Correction result

1 Maintain regularly P1
a1=0 Yes +a1P1a1=1 No

2 Operating years t1 P2 a2=t1 +a2P2

3 Failure times t2 P3 a3=t2 +a3P3

4 . . . . . . . . . . . .

4.3. Parameter Probability Table Acquisition. The probability
parameters needed in the BIFIM of the inverter are acquired
by historical data and practical experience. The parameter
probability table is a very important part of the Bayesian
network, correct acquisition of which is the basic guarantee
of accurate and reliable reasoning. According to the location
of nodes, the acquisition methods of probability table can
be divided into the prior probability acquisition method of
root nodes and acquisition method for conditional proba-
bilities of nonroot nodes. The basic probability correction
method for historical operation data of root nodes and
the improved maximum expected conditional probability
method for nonroot node are proposed and analyzed in the
study, respectively.

4.3.1. Basic Probability Correction Method for Historical Oper-
ation Data. In the actual operation of the inverter, the
operation states and historical data of the equipment have a
great impact on the fault location of the inverter. Experienced
technicians can basically accurately judge or predict the
fault location according to the maintenance records and the
field situation. For this reason, the paper proposes the basic
probability correction method for historical operation data.
For the 15 variables in the first layer of the network as shown
in Figure 7, the basic probability is preset first, and then the
prior probability is modified according to their service life
and whether they are regularly repaired and whether they
have failures before.

The formula of the basic probability correction method
for historical operation data is as follows:

𝑃 = 𝑃0 + 𝑐∑
𝑖=1

𝑎𝑖𝑃𝑖 (11)

where 𝑐 is the number of factors influencing the prior
probability parameter of a root node; 𝑃𝑖 is each factor’s
probability; 𝑃0 is the basic probability; and 𝑎𝑖 is the coefficient
of each factor. The details are displayed in Table 1. Table 1
lists three factors that affect the prior probabilities, periodic
maintenance, service life, and failure times. If the equipment
is maintained regularly, then 𝑎1 =0; otherwise, 𝑎1 =1; i.e., the
prior probability of failure of the equipment will decrease
under regular maintenance conditions. For the service life,
if the service life is long, the probability of failure of the
equipment will increase, and the factor is proportional to the
service life. For the number of failures, the historical failures
and the number of failures will increase the probability of the
equipment’s failure, which is proportional to the number of
failures.

All the root nodes of the inverter are assigned by the
above method and (11), and the root nodes’ prior probability
table is confirmed. The study uses the maintenance records,
patrol logs, and test data of the main shaft drive system hoist
inverter (Model: ACS6000) in Jiaozuo, Henan Province to
calculate the probability of each node.The results of the prior
probabilities of the root nodes (𝑋1-𝑋15) are illustrated in
Figure 7.

4.3.2. Improved Maximum Expected Conditional Probabil-
ity Method. The improved maximum expected conditional
probabilitymethod is to determine themaximumvalue of the
likelihood function under the condition of missing data [26].
Assume that𝑁 = (G, Θ) is the Bayesian diagnostic inference
network with known topology G and unknown parametersΘ, 𝑋𝑖 is the node of the network with 𝑖 ∈ [1, 𝑛], and 𝑛 is the
number of the nodes in the network. 𝐷 = (𝐷1, 𝐷2, . . . , 𝐷m)
is a grope of dataset, where 𝑚 samples are independent
mutually. Among the dataset, any sample 𝐷𝑟 consists of the
missing variable 𝑍 and the complete observable variable 𝑌.
In this way, the logarithmic likelihood function containing𝑚 probability distribution model parameters is expressed as
follows.

𝐿 (𝜃) = 𝑚∑
𝑖=1

log∑
𝑛

𝑃 (𝑍 = 𝑧𝑖, 𝑌 = 𝐷) (12)

As 𝑍 contains missing information, the maximum value of
(12) cannot be directly obtained. Therefore, the probability
distribution function 𝑓(𝑍 = 𝑧𝑖 | 𝑌) of the variable 𝑍 is
introduced to represent the probability 𝑍 = 𝑧𝑖 under the
condition of 𝑌. Equation (12) can be denoted as

𝐿 (𝜃) = 𝑚∑
𝑖=1

log∑
𝑛

𝑓 (𝑋 = 𝑥𝑖 | 𝑌) 𝑃 (𝑋 = 𝑥𝑖, 𝑌 = 𝐷)
𝑓 (𝑋 = 𝑥𝑖 | 𝑌) (13)

By adjusting 𝑓(𝑋 = 𝑥𝑖 | 𝑌) tomake (13) obtain the maximum
value, the conditional probability parameter of the Bayesian
diagnostic inference network 𝐺 can be acquired.

󵱰𝜃
= argmax

𝜃
( 𝑚∑
𝑖=1

log∑
𝑛

𝑓 (𝑋

= 𝑥𝑖 | 𝑌) 𝑃 (𝑋 = 𝑥𝑖, 𝑌 = 𝐷)
𝑓 (𝑋 = 𝑥𝑖 | 𝑌) )

(14)

In view of the above analysis, to gain the CPT of the
leaf nodes in the BIFIM as shown in Figure 7, the simulation
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Table 2: Main parameters of the three-phase voltage inverter.

Name Value
DC voltage 500V
IGBT resistance 0.001Ω
Nominal phase-to-phase voltage of the load 220V
Active power of the load 2.2kW
Positive power of the load 330Var
Modulation frequency (𝑓M) 25-75Hz
Sampling frequency 𝑓M ∗ 32

modelwas built in theMatlab/Simulink environment, and the
simulation experiment was designed.Themain parameters of
the simulation experiment are shown in Table 2.

The data to be collected are phase voltages, phase currents
of the output side, and two voltages of the DC link, a total
of 8 types of signals. The PWM modulation frequency 𝑓M
of the IGBT driver circuit is adjusted between 25Hz and
75Hz, changing in increments of 2Hz. There are 101 groups
of data for each signal at each frequency, and 128 sampling
points are taken at 4 cycles for each signal. Namely, the
sampling frequency of the signal is 𝑓𝑀∗32, and the sampling
frequency shall be set according to different frequencies in the
simulation. In each mode, the dimension of each signal to be
collected is 8∗101∗128. There are 35 fault modes, including 1
mode under the normal circumstance, 6 modes under single
OC (only one switch) fault, 6 modes under single pulse
loss and 22 modes under double OC fault (two switches
simultaneously). The preliminary data volume obtained is35∗8∗101∗128. According to the data quantization formulas
described in Section 3.2, the final data volumeobtained is 35∗101 ∗ 10. According to practical experience, the occurrence
of a fault is an abnormal event of a small likeliness, and the
probability of doubleOC faults is lower than that of singleOC
faults. Therefore, the data are randomly selected according
to the ratio of 98:15:3 for normal data, single OC fault data
and double OC fault data, which are used to do parameter
learning according to the method described in Section 4.3.
The remaining data samples are taken as test data to verify
the accuracy and reliability of the BIFIM. The results of
parameter learning are shown in Tables 3 and 4 and Figure 7.

On the second layer of BIFIM, each node has major
parent nodes.𝑋16,𝑋17 and𝑋18 have four parent nodes, while𝑋19 has three parent nodes. In addition, given the limited
space in Figure 7, the conditional probabilities of𝑋19 and𝑋26
are listed in Table 3, and the conditional probabilities of X16,
X17 and X18 are listed in Table 4. For example, the probability
thatX19 occurswhen the three parent nodes𝑋13 donot occur,𝑋14 occurs, and 𝑋15 is 0.72.
5. Integrated Inference of the Inverter Fault

5.1. Classification of Faults and Evidence. According to the
constructed BIFIM, the evidence and faults of the inverter
shall be classified and synthesized to infer faults more
accurately. First, evidence can be classified according to the
following three perspectives.

(1) �e Complexity of the Evidence. It can be classified into
simple evidence and complex evidence from the complexity
of the evidence. Simple evidence is referred to that clearly
supports the occurrence of a fault, while complex evidence
is defined by that does not obviously support the occurrence
of a fault.

(2) Multiple Sources of Evidence. It can be classified into
single source evidence and multiple sources evidence from
the source of the evidence. If the evidence is from a single
layer, it is called single source evidence. If the evidence is from
two layers or more, it is called multiple sources evidence.

(3) Completeness of the Evidence. Based on the degree of
completion of evidence, it can be divided into complete
evidence and incomplete evidence. Complete evidencemeans
that all the evidence at the symptom layer is given and there
is no missing data for each symptom node. If any symptom
node data cannot be obtained or lost, or some data points are
missing for a certain symptom data, it is incomplete evidence.

Although power switches’ faults in the main circuit of the
inverter occur mostly in a single switch, yet it is inevitable
that multiple switches’ fault probably occur at the same time.
Hence, the fault types of the inverters include single faults and
composite faults.

These can be differentiated by two rules [31].

Rule 1. The maximum fault probability is greater than a
boundary value 𝜀1, and the other fault probability value is less
than a sure boundary value 𝜀2.
Rule 2. The difference value between the maximum fault
probability and any other fault probability is greater than a
sure boundary value 𝜀3.

Satisfying any one rule can be judged as a single fault.
Other cases can be judged as composite failure. All proba-
bility results are expressed as percentages, and all faults are
differentiated by rules. Using comprehensive maintenance
records, test data, and expert knowledge considerations, set𝜀1 = 80%, 𝜀2 = 50% and 𝜀3 = 20%.

5.2. Case Inference. To verify the inference ability of the
BIFIM of the inverter under incomplete evidence infor-
mation, find out the causes of the fault and give a rea-
sonable probability explanation; four kinds of incomplete
evidence were reasoned and verified, and the results are
summarized in Table 5. Cases 1–4 are provided for the
fault inference under simple evidence with obvious support
(Case 1), insufficient evidence information (Case 2), complex
evidence without obvious support (Case 3), and evidence
information conflict (Case 4), respectively. Case 2 only gives
the information of two symptom nodes, which is a very
incomplete symptom information illustrated in Figure 7, but
the inference result is clear. Case 3 gives the information
of occurrence of the four symptom nodes, which is more
complete than case 2, but the reasoning result is unclear and
belongs to the case without obvious support. Case 4 presents
multiple sources of evidence, both from the symptom layer
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Table 3: The CPT 3 of the BIFIM (the number of parent nodes is 3).

Node information Mark (𝑋𝑖) Parents node state
FFF TFF FTF TTF FFT TFT FTT TTT

DC-link failure X19 0.05 0.34 0.24 0.50 0.21 0.44 0.72 0.91
Abnormal pulse voltage waveform X26 0.05 0.32 0.45 0.62 0.15 0.48 0.53 0.95

Table 4: The CPT 4 of the BIFIM (the number of parent nodes is 4).

Parents node state
Node Information and Mark (𝑋𝑖)

Parents node state
Node Information and Mark (𝑋𝑖)

A-phase failure B-phase failure C-phase failure A-phase failure B-phase failure C-phase failure
X16 X17 X18 X16 X17 X18

FFFF 0.01 0.01 0.01 FFFT 0.27 0.30 0.86
TFFF 0.34 0.22 0.34 TFFT 0.69 0.62 0.27
FTFF 0.23 0.33 0.38 FTFT 0.60 0.79 0.67
TTFF 0.72 0.58 0.80 TTFT 0.85 0.94 0.65
FFTF 0.34 0.36 0.38 FFTT 0.63 0.49 0.84
TFTF 0.41 0.49 0.55 TFTT 0.87 0.83 0.82
FTTF 0.77 0.61 0.56 FTTT 0.83 0.86 0.87
TTTF 0.94 0.95 0.86 TTTT 0.99 0.99 0.99

and from the operation layer, which is also a possible
situation in practice and more consistent with the results
in practice.

The third column in Table 5 shows the evidence informa-
tion given, the fourth column gives the probabilities of four
faults in the middle layer, the fifth column presents the results
of the fault types, the sixth column reveals the fault inference
results, and the seventh column states the state combination
probability values of the fault inference results.

To compare the influence of incomplete information on
the results of fault inference, Case 3 in Table 5 is gradually
put in to complete evidence to calculate the probability of the
occurrence of each fault variable and analyze the changing
trend of probability. The analysis process is summarized in
Table 6. The evidence numbered 8 is the complete symptom
information collected when a certain inverter fault occurs.
The probability value given in numbered 8 is that of the
happiness of the fault layer variables under complete evi-
dences. No. 1 evidence gives the evidence listed in Case 3
in Table 5. Evidences numbered 2–8 add gradually different
numbers of evidence node information based on the No.
1 evidence. The single probability information of all the
nodes in the fault layer is obtained under different degrees of
evidence completeness, and the changing trend of probability
is compared and analyzed.

5.3. Discussion. From the data in Table 5, the former two
cases are belonging to single faults, while the latter two cases
are composite faults.

Single Faults: Case 1 and Case 2. Case 1 provides incomplete
evidence with obvious support: 𝑋20 = T, 𝑋21 = T, 𝑋26 = T,
and 𝑋27 = F, which is illustrated in Figure 8(a), with green
ovals representing the evidences of occurrence, orange ovals
representing the evidences of nonoccurrence, blue ovals the
for faults of occurrence, and gray ovals for the operation

state likely appearing. 𝑋16 appears to be supported by Case
1. The occurrence of 𝑋16 is supported by 𝑋20, 𝑋21, and 𝑋26.
The occurrence of 𝑋19 is supported by 𝑋20 and 𝑋21. The
nonoccurrence of 𝑋19 is supported by 𝑋27. The occurrence
of𝑋17 and 𝑋18 is supported by𝑋26. From the evidence point
of view, they obviously supported an A-phase fault (𝑋16).The
result of the BIFIM is as follows: 𝑃(𝑋16 | 𝜓) = 82.73%, and
the rest of the probabilities are less than 𝜀2, which satisfies
Rule 1.The fault type of case 1 is a single fault. The result of the
fault inference shows that the probability of the occurrence of
A-phase failure (𝑋16) is 82.73%.The combination probability
of various states shows that the probability of A-phase failure
(𝑋16) and the A-phase lower bridge arm pulse loss (𝑋4)
occurred at the same time is the maximum, and the first fault
location is𝑋4.

Case 2 is demonstrated in Figure 8(b) under incomplete
evidence information (serious incompleteness). There are
only two evidences in this case: 𝑋23 = T and 𝑋24 = T.
The occurrence of 𝑋17 and 𝑋19 are supported by 𝑋23. The
occurrence of𝑋18 and𝑋19 is supported by𝑋24. Fromonly the
evidence point of view,𝑋17,𝑋18, and𝑋19may occur, and it is
difficult to judge the specific position of the fault. According
to the judgement result of fault type by the BIFIM, which
can be seen in the fourth column in Table 5, these four faults
showed little differences in probability. However, 𝑃( 𝑋19 |𝜓) − 𝑃( 𝑋18 | 𝜓) = 22.23% > 20%, which satisfies Rule 2.
The fault type in this case is still a single fault.The result of the
fault inference shows that the probability of the occurrence of
a DC-link fault (𝑋19) is 53.56%. Although there are only two
nodes of evidence information, it could still determine the
location of the fault, which reflects the strong inference ability
under incomplete evidence information. The combination
probability of various states shows that the probability of both
the DC-link fault (𝑋19) and capacitance parameter weakness
(𝑋15) occurred at the same time as the maximum, and the
first fault location is𝑋15.
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Table 6: Comparison of results under different degrees of completeness of evidence.

Num. Node status Result probability comparison
X20 X21 X22 X23 X24 X25 X26 X27 X28 X29 X13 X16 X17 X18 X19

1 T T T T 0.4837 0.5386 0.3474 0.7254
2 T T T T T 0.4122 0.7273 0.3055 0.8108
3 T F T T T T 0.3269 0.7444 0.3430 0.6857
4 T F T T T T T 0.2366 0.7734 0.2620 0.9441
5 T F T T T T F T 0.3436 0.7390 0.3580 0.6387
6 T F T T T T F T T 0.2656 0.7641 0.2881 0.8609
7 T F T T T T F T T 0.2282 0.7761 0.2545 0.9680
8 T F T T T F T F T T 0.2306 0.7912 0.1149 0.9563
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Figure 8: Inference results from different evidence.

Composite Faults: Case 3 and Case 4. Case 3 provides complex
evidence without evident support:𝑋20 = T, 𝑋22 = T, 𝑋24 = T,
and𝑋26 =T shown in Figure 8(c).Theoccurrence of𝑋16,𝑋17,
and𝑋18 are supported by𝑋20,𝑋22, and𝑋24, respectively.The
simultaneous occurrence of 𝑋16,𝑋17, and 𝑋18 are supported
by 𝑋26. The occurrence of 𝑋19 is supported by 𝑋20, 𝑋22,

and 𝑋24. From the evidence information given, 𝑋16, 𝑋17,
and𝑋18 all have one supporting evidence information which
does not obviously support any single fault and could not
judgewhether the three faults occur.𝑋19 has three supporting
evidences, so 𝑋19 have a higher probability of occurrence
than that of others. The calculation results of a single fault
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based on the BIFIM shows that the A-phase fault (𝑋16), B-
phase fault (𝑋17), and DC-link fault (𝑋19) may occur in the
4th column in Table 5. The result of the rule differentiation
shows that the case does not satisfy any one rule and the fault
type is a composite fault.The results of the fault inference and
the combination probability of various states show that there
are likely B-phase faults (𝑋17) and DC-link faults (𝑋19) at
the same time, which are caused by the B-phase lower bridge
arm IGBTOC (𝑋12) and the capacitance parameter variation
(𝑋15), respectively. As the fault type is a compound fault,
two failure points are located first: 𝑋12 and 𝑋15, respective-
ly.

Case 4 provides joint evidence with confliction of the evi-
dential information. Evidence comes from the fault symptom
layer and the operation condition layer.𝑋21 = T,𝑋22 = F,𝑋23
= T, and 𝑋6 = T shown in Figure 8(d). The nonoccurrence
of 𝑋17 and 𝑋19 were supported by 𝑋22, while the occurrence
of 𝑋17 and 𝑋19 is supported by 𝑋23. This is the conflict
among the evidence information in the symptom layer. The
nonoccurrence of𝑋17 is supported by𝑋22 and the occurrence
of 𝑋17 is supported by 𝑋6, which shows that there are
both evidence information conflict and the different layer
conflict between symptom layer and condition layer. From
the evidence given, if 𝑋21 and 𝑋23 occur, then 𝑋16, 𝑋17, and𝑋19may occur, and the probability of𝑋19 occurring is higher.
As 𝑋22 does not occur, the probability of the occurrence of𝑋17 and𝑋19 decreases and the probability of the happiness of𝑋17 rises due to the occurrence of the operational condition
layer evidence𝑋6.The result of the rule differentiation shows
that this case does not satisfy any one rule and the fault
type is a composite fault. The probabilistic results of the fault
inference and state combination show that there are probably
B-phase faults (𝑋17) and DC-link faults (𝑋19) at the same
time, which are caused by the B-phase lower bridge arm
pulse loss (𝑋6, has occurred) and the capacitance parameter
variation (𝑋15), respectively. As the fault type is a composite
fault, two failure points to be located first are 𝑋6 and 𝑋15,
respectively.

From the evidence and inference results in Table 5, we can
see the following.

When 𝑋20, 𝑋22, 𝑋24, and 𝑋26 occur, as 𝑋20, 𝑋22, and𝑋24 all support the occurrence of 𝑋19, the probability of the
occurrence of 𝑋19 is higher relative to 𝑋16, 𝑋17, and 𝑋18,
but the rule is not enough to determine the single fault. In
the case of the evidence information from numbered 3 (Case
3), it is still difficult to distinguish the probability of fault
occurrence for 𝑋16, 𝑋17, and 𝑋18. In this respect, it is better
to obtain other evidences to make the probability of the fault
more distinguishable to be able to locate the fault accurate-
ly.

Incomplete Information Inference. The following evidence is
added continuously for further analysis.

By adding evidence information 𝑋23 = T, Figures 7 and 8
show that 𝑋23 is the symptom information of 𝑋17 and 𝑋19,
so the probability of the occurrence of 𝑋17 and 𝑋19 increase
to 0.7273 and 0.8108, respectively, which is demonstrated in
Table 6. By adding evidence information 𝑋21 = F, where 𝑋21
is the symptom information of 𝑋19, the probability of the

occurrence of𝑋19 reduces to 0.6857. It can be concluded that
the more symptoms determining the occurrence of a fault
happen, the greater the probability of the occurrence of the
fault is.

Adding evidence information 𝑋28 = T, 𝑋28 is only the
symptom information of𝑋19; that is, there is only one parent
node. It is found that the probability of the occurrence of𝑋19
increases significantly to 0.9441. Adding evidence 𝑋27 = F,
which is only the symptom information of𝑋19 , it is found that
the probability of the occurrence of𝑋19 significantly reduces
to 0.6387. When the evidence information provided by con-
flict existing in the symptom layer, it is difficult to distinguish
the probability of failure. In this way, it is better to obtain
the extra evidence information of the state layer to further
determine the fault. Adding evidence information 𝑋13 = T
numbered 6 in Table 6, the probability of the occurrence of𝑋19 increases significantly to 0.8609. 𝑋13 is the variable in
the operation condition layer. Combined with the analysis
results in row 5 (numbered 5), the evidence information
of variables of the operation conditions layer has a great
impact on the probability of the occurrence of supporting
fault variables even though the symptom information con-
flicts.

Adding evidence information 𝑋29 = T, which is only the
symptom information of 𝑋19, we find that the probability of
the occurrence of𝑋19 increases dramatically to 0.9680. From
the changing trend of𝑋19 after adding the evidence𝑋28,𝑋27,
and𝑋29, it can be seen when the unique evidence (supporting
only one fault variable) appears, whether it occurred or not,
it has a great influence on the probability of the occurrence of
supporting fault variables. By adding evidence information𝑋25 = F, the fault probability under the complete evidence
information could be directly located from the results.

From the overall trend of the fault variables numbered
1 to 8, with the addition of evidence information, the single
probability of the fault layer nodes changes constantly, as
illustrated in Figure 9. With the addition of evidence, the
probability value tends to approach the probability value in
the case of complete evidence. Under the complete evidence
information numbered 8, it seems that the probability of𝑋19 (0.9563>80%) is certain to occur according to Rule 1.
However, the probabilities of 𝑋17 (0.7912≈80%) and 𝑋19
(0.9563>80%) confuse the occurrence of the fault nodes.
Namely, even though the complete information is acquired
and, it is a challenging task to inference which fault is
sure to occur. It is concluded that a composite fault, B-
phase faults (𝑋17), and DC-link faults (𝑋19) is likely to
occur as described in Case 3 (Figure 8). For the incomplete
information numbered 1 to 7, the other 6 numbers 2-7 except
for number 1 have the similar inference results as number
8 (shown in the light blue area). The evidence numbered 1
neither satisfies Rule 1 nor Rule 2 and the distinction among
the four faults is too obscure (shown in the light blue area).
As can be seen from Figure 9, the results of inferences with
the other evidence numbered 2 to 7 are that 𝑋17 and 𝑋19
occur simultaneously, whose probability is obviously much
higher than the remaining two faults and the corresponding
curves of 𝑋17 and 𝑋19 deviate far from ones of 𝑋16 and𝑋18.
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Figure 9: Inference based on the degree of evidence incompleteness.

6. Conclusions

In the study, an intelligent fault inference model based on
a three-layer BN called BIFIM is proposed to improve the
inference and diagnostic ability of the inverter’s faults in
the case of incomplete information. The Bayesian network
consists of the inverter’s operation conditions, inverter’s
faults, and fault symptoms combined with the knowledge of
field experts and the experiences of field technicians as well
as the historical data of the inverter’s operation. The main
conclusions are as follows.(1) The operation state of the inverter is the first layer
of the BIFIM. Compared with the general two layer and
variable independent naive Bayesian networks, the inference
network can infer a variety of complex faults. The inference
network is more consistent with experts’ inference thinking
and inference strategies. Embodying stronger intelligence, it
could deal with a variety of complex causation and uncertain
events.(2) Through the analysis of many types of evidence, the
inference network could deduce single faults under complete
evidence, single faults under incomplete information, and
complex faults under incomplete information. For some
incomplete evidence information, the same reasoning result
can be given under the condition of complete information,
and, inmost cases, the reasoning result is similar to that under
the condition of complete information.Thus, BIFIM shows its
strong inference ability under incomplete information.
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