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.rough bringing nutrient-rich subsurface water to the surface, the artificial upwelling technology is applied to increase the
primary marine productivity which could be assessed by Chlorophyll a concentration. Chlorophyll a concentration may vary with
different water physical properties. .erefore, it is necessary to study the relationship between Chlorophyll a concentration and
other water physical parameters. To ensure the accuracy of predicting the concentration of Chlorophyll a, we develop several
models based on wavelet neural network (WNN). In this study, we build up a three-layer basic wavelet neural network followed by
three improved wavelet neural networks, which are namely genetic algorithm-based wavelet neural network (GA-WNN), particle
swarm optimization-based wavelet neural network (PSO-WNN), and genetic algorithm & particle swarm optimization-based
wavelet neural network (GAPSO-WNN). .e experimental data were collected from Qiandao Lake, China. .e performances of
the proposed models are compared based on four evaluation parameters, i.e., R-square, root mean square error (RMSE), mean of
error (ME), and distance (D). .e modeling results show that the wavelet neural network can achieve a certain extent of accuracy
in modeling the relationships between Chlorophyll a concentration and the five input parameters (salinity, depth, temperature,
pH, and dissolved oxygen).

1. Introduction

Major environmental issues like climate change, global
warming, and ocean acidification associated with the human
effects like population growth and overfishing have caused
dramatic decline in fish stocks [1, 2]..e upwelling region of
ocean is always the place where the marine primary pro-
ductivity is the highest, with high f ratio (the fraction of total
primary production fuelled by nitrate), high nutrient con-
centration, and active phytoplankton activities [3–5].
However, the natural upwelling region is quite asymmet-
rically distributed and depends on other physical properties
like the wind pattern and topography. Also, there exist dead
zones in the ocean where the surface nutrient level limits the
productivity of this region. To solve the problem, artificial
upwelling is expected to be the most promising way by
bringing the nutritious deep-sea water to the euphotic zone
and to help with photosynthesis process. Among all types of

artificial upwelling techniques, the air-lift devices are widely
used in practice [6–11].

Chlorophyll a is an essential and critical material in
green plant’s leaves which contributes to the fixation of light
and then transfers the light energy into the products [12].
.rough measuring Chlorophyll a concentration, scientists
could indirectly assess the effect of artificial upwelling [13].
.e typical method of measuring Chlorophyll a concen-
tration is through remote sensing. It evaluates the ratio of
blue light to green light intensification. However, the strong
overlapping absorption features of colored dissolved organic
matter (CDOM) and other nonalgal particles in the water
make the blue reflection an unreliable indicator of Chlo-
rophyll a concentration [14]. .erefore, it is necessary to
study the relationship between Chlorophyll a and other
water parameters that could be possibly changed in the
process of artificial upwelling and, thereafter, to interpolate
the accurate Chlorophyll a concentration.
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Several different mathematical models have been con-
structed to predict Chlorophyll a concentration. In Rajaee
and Boroumand’s study, they forecasted Chlorophyll a
concentration in South San Francisco Bay through five
different methods, namely, discrete wavelet transformation,
artificial neural network, genetic algorithms, support vector
regression and multiple liner regressions. .eir research
mainly focused on achieving the best combination of input
data driven from time series [15]. Pei et al. established back
propagation (BP) neural network to predict short-term
trends of the state of Chlorophyll a, in which eight pa-
rameters including total phosphorus and total nitrogen were
concerned [16]. In Zhou et al.’s study, they proposed several
novel neural network approaches based on BP neural net-
work and achieved a reliable prediction. .ey also proved
the correlation between Chlorophyll a concentration and
five water parameters, i.e., salinity, depth, temperature, pH,
and dissolved oxygen [17]. Although the results show that
these models can predict the correlations, their reliability
and accuracy still need to be further studied.

On the other hand, the neural networks (NNs) are able to
approximate any nonlinear mathematical functions and
have the ability of predicting a complex system’s behavior
without any prior knowledge [18]. Furthermore, compared
with the normal NN, wavelet neural network (WNN) has
more advantages, such as requiring smaller training sets and
fewer nodes of the layer and possessing fast convergence
rate, and could be served as a good tool to approach this
problem because of its efficient training process [19]. Some
previous research indicates that WNN is better than the
artificial neural network (ANN) as well in terms of both data
fitting and estimation capabilities. .is further indicates that
the WNN is a superior and more accurate modeling tech-
nique [20]. .erefore, we try to take advantage of the WNN
and establish the relationship-predicting model between
Chlorophyll a concentration and other water parameters.
After the model is developed and well-trained, we choose
basic water parameters such as salinity, depth, and tem-
perature to predict concentration of Chlorophyll a in arti-
ficial upwelling processes.

.e paper is organized as follows. After a brief de-
scription of the artificial upwelling experiment in Section 2,
the wavelet neural network and the improved algorithms are
described in Section 3. Experimental results are presented
and the discussions are carried out in Section 4 followed by
conclusion remarks in Section 5.

2. Artificial Upwelling Experiment Description

.e artificial upwelling experiment was carried out in
Xinanjiang Experiment Station in Qiandao Lake, Zhejiang,
China, as is shown in Figure 1.

.e upwelling pipe is 28.3m in length with 0.4m in
internal diameter. Composed of a suction pipe (BC, h2,
20m) and a gas injection section pipe (AB, h1, 8m), the pipe
is completely submerged in water and the depth of the pipe
outlet is 2.1m (h0). After the air is generated from the air
compressor and passes through the air supply line, the
pressure could be reduced to the working pressure (1.2–

3.2 bar)..e pressure differences cause suction of deep water
through the pipe. In the suction pipe, between point B and
point C, only water flows, while the gas injection section,
between point A and point B, is filled with two-phase water-
air flow. Figure 2 shows the schematic diagram of the ex-
perimental setup.

.e most widely used factors of identifying water systems
are temperature, salinity, depth, pH, and dissolved oxygen.
.ey were proved to have correlation with Chlorophyll a
concentration in our previous research [17]. .erefore, these
five parameters were also chosen in the study. To obtain the
model’s input parameters, we employ different sensors to
collect data. .e data are recorded by the EXO water mon-
itoring platform multiparameter auto calculator with sensors
of pH, conductivity, temperature, depth, and dissolved ox-
ygen. .e data are sent to the monitor on the research ship in
real time. In total, more than two thousand groups of data
were collected.

3. Model Methods

3.1. Wavelet Neural Network (WNN). Wavelet trans-
formation has many focal features, such as time-frequency
localization property, and the neural network has self-
adaptiveness, fault tolerance, robustness, and strong in-
ference ability [19, 21]. Combining the advantages of both
algorithms has become the focus of recent research [22].
Two major approaches are available to achieve the combi-
nation of wavelet transformation and neural network, i.e.,
discrete wavelet neural network and continuous wavelet
neural network. .e former analyses the time series for
discrete dilations and translations of the mother wavelet
function; the input of the neural network is the discrete
wavelet-transformed original signal. .e other one is based
upon BP neural network; its transfer function of the hidden
layer is the mother wavelet function instead of the Sigmoid
function of BP neural network [23]. It is the continuous
wavelet neural network that this study adopts.

.e topology of WNN is shown in Figure 3. .e input
vector is X � (x1, x2, x3, . . . , xn)T and the output vector is
Y � (y1, y2, y3, . . . , yq)T. wji is the value of weighting
matrix w of input layer node i and hidden layer node j and
the original value is made up of random values. .e output
of hidden layer node j is below:

ψa,b(j) � ψ
􏽐

n
i�1wjixi − bj

aj

, j � 1, 2, . . . , p, (1)

where ψ() is the mother wavelet function; aj is the stretch
factor; and bj is the shift factor.

.e mother wavelet function has to meet many re-
quirements, such as with a mean value of 0 and limited
window length and it is challenging to develop a suitable
function. In the study, we chose the Mexican Hat wavelet
function:

ψ(t) � 1 − t
2

􏼐 􏼑exp
− t2

2
. (2)

.en the output of the neural network is calculated by
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yk � 􏽘

p

j�1
wkjψa,b(j), k � 1, 2, . . . , q, (3)

where ψa,b(j) is the output of the hidden layer and wkj is the
weighting matrix between hidden layer node j and output
layer node k.

.e WNN follows almost the same updating method of
BP-NN. After each loop, theWNNwill automatically update
the weighting matrixes (wji, wkj), the stretch factor (aj), and
the shift factor (bj) based on the error of last loop. .e steps
are as follows:

(1) Calculate the expense function:

E �
1
2

􏽘

M

m�1
􏽘

q

k�1
d

m
k − y

m
k( 􏼁

2
, (4)

where dm
k is the desired output of node k in setm; ym

k

is the predicted output of node k in set m.
(2) Calculate the partial derivative:

zE

zwji

� −
􏽐

M
m�1􏽐

q

k�1 dm
k − ym

k( 􏼁wkjψ′ Ij􏼐 􏼑xi

aj

,

zE

zaj

�
􏽐

M
m�1􏽐

q

k�1 dm
k − ym

k( 􏼁wkjψa,b
′ (j)m Im

j − bj􏼐 􏼑

a2
j

,

zE

zbj

�
􏽐

M
m�1􏽐

q

k�1 dm
k − ym

k( 􏼁wkjψa,b
′ (j)m

aj

.

(5)
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Figure 3: Topology of wavelet neural network.
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Figure 2: Schematic diagram of the air-lift artificial upwelling
device.
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(3) Update the parameters:

wkj(t + Δt) � wkj(t) − η∗
zE

zwkj

,

wji(t + Δt) � wji(t) − η∗
zE

zwji

,

aj(t + Δt) � aj(t) − η∗
zE

zaj

,

bj(t + Δt) � bj(t) − η∗
zE

zbj

,

(6)

where η is the learning rate. When the specific input
and output vectors are given, the WNN can adjust its
weighting matrixes to achieve the minimum of the
error function:

E(W) �
1
2

􏽘

q

k�1
Yk − dk

����
����
2
, (7)

where dk is the desired output and Yk is the pre-
diction output from the model.
.e process of training WNN could be summarized
as follows:

(1) Input training sample: the training sample are sep-
arated in sets and normalized.

(2) Initialize the network: the weighting matrixes
wji/wkj, stretch factor aj, and shift factor bj are all
randomly chosen; the learning rate η is set; the
number of nodes of input layer, hidden layer, and
output layer are predetermined.

(3) Train the network: input the training sets to the
network and start the loop.

(4) Update the parameters: using the functions above,
the parameters are updated when each loop ends.

(5) Termination of training: if the error is lower than the
expectation or the number of epoch exceeds the
limit, the training terminates.

3.2. Genetic Algorithm-Based Wavelet Neural Network (GA-
WNN). .e WNN also runs into the same problems with
BP-NN like low learning rate and inclination of falling into
local optimal solution. Genetic algorithm (GA) proves to be
a good way for solving this. GA imitates biological evolution
by selecting individuals from a population and using them to
produce children for next generation at every step. .e
selection criteria is based on the “fitness” (illustrated in step
2 below) of each individual and only “good” solution can
produce children. .rough successive selection processes,
the whole population evolves to an optimized solution.
During population initialization step, a group of individuals
are generated; therefore, GA has the ability to search global
optimized solution [24]. Here, we want to take advantage of

the GA ability of global optimal searching to improve the
WNN [25]. .e functionality of genetic algorithm is mainly
to optimize the parameters of the weighting matrixes and the
basic structure of neural network is still WNN. .is algo-
rithm operates as follows:

(1) Initialize the original population: Randomly generate
a population of individuals (30, in this study) which
have been coded. .e coding pattern is predesigned.
We put all the network parameters including the
weighting matrix in an array arranged in a certain
order and then normalize them to value between 0
and 1. Although theremight be some individuals that
may explode into the unreasonable domain, we keep
the original parameter range and select the in-
dividuals in step 3.

(2) Decode the population and calculate the fitness of
each individual: For each individual, we let it train
the WNN for a short loop and then get its fitness
calculated from the fitness function we designed
which is very close to error function:

F � 􏽘
M

m�1
􏽘

q

k�1
d

m
k − y

m
k( 􏼁

2
, (8)

where dm
k is the desired output of node k in setm;ym

k is
the predicted output of node k in setm; F is the fitness.
Fitness evaluates the performance of each individual
and serves as the criteria for selection process after-
wards. Low fitness represents good results.

(3) Select the individual: Based on the fitness calculated
above, GA selects the good individuals and elimi-
nates the bad ones. .e good individuals have a
greater probability to give offspring, while the bad
ones have less probability to live and are inclined to
be eliminated. .e selection probability of each in-
dividual is calculated by:

fi �
1
Fi

,

pi �
fi

􏽐
N
j�1fj

,

(9)

where Fi is the fitness for each individual i; pi is the
probability of being selected. Here, higher f value
means higher possibility to be selected.

(4) Get the offspring: After the process of selection, all
the individuals in the population generate the next
generation. .e crossover and mutation are involved
in this stage. As for the crossover, we let the indi-
vidual k and individual i have the change at position
j. To be specific, the k, i, j are all randomly de-
termined [26].

Akj(t + Δt) � Akj(t)∗ (1 − B) + Aij(t)∗B,

Aij(t + Δt) � Aij(t)∗ (1 − B) + Akj(t)∗B,
(10)
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where the first subscript refers to the individual and
the second subscript refers to the gene location; B is a
random number. Here, we define a crossover
threshold number (pcross� 0.2) which means that if
B is less than pcross, the crossover will not happen.
As for the mutation, we select the j gene of individual
i, namely Aij to mutate [27].

Aij(t + Δt) �

Aij(t) + Aij(t) − Amax􏼐 􏼑∗f(g),

Aij(t) + Amin − Aij(t)􏼐 􏼑∗f(g),

⎧⎪⎪⎨

⎪⎪⎩

r1 ≥ 0.5,

r1 < 0.5,

f(g) � r2
1 − g

Gmax
,

(11)

where Amax and Amin are bounds of Aij which are 1
and 0, respectively, as data are already normalized; g

is the current generation; Gmax is the maximum
number of desired generation which determines
running time; and r1 and r2 are random numbers
between 0 and 1.
.en the new generation of the population could be
obtained. Next step is to go back to (2) until the
performance requirements are met.

(5) After the GA algorithm, parameters of the best
offspring are assigned to the WNN for a traditional
training. Overall, the processes such as, mutation or
crossover, can increase both the possibility of getting
relatively good individuals and the variability of the
individuals.

3.3. Particle Swarm Optimization-Based Wavelet Neural
Network (PSO-WNN). Particle Swarm Optimization (PSO)
algorithm is another intelligence algorithm aiming to im-
proving the performance of the WNN [28, 29]. Basically,
PSO imitates bird flocking for optimizing continuous
nonlinear functions [30]. PSO treats every solution as a bird
in the searching domain and iterates by chasing the “best”
bird..e iteration is achieved by calculating the fitness value
of each solution and then modifying their “velocity” and
“position” toward the best solution (highest fitness value). In
other words, all the individuals in the population are
designed to be a particle able to follow the global extreme as
well as the local extreme to update their positions. .e
position information is the solution to the problem [31].
PSO is a good example of parallel computing with higher
computation efficiency. .e steps of the PSO-WNN algo-
rithm are shown below:

(1) Initialize the original population. In the PSO algo-
rithm, the original population is composed of the
position and the velocity of each particle. .e po-
sition can be described as xi � (xi1, xi2, xi3, . . . , xin)

and the velocity, vi � (vi1, vi2, vi3, . . . , vin), where i
denotes the group number and the m denotes the
parameter number in each data group.

(2) Calculate the fitness of each individual, based on
equation (8).

(3) Update the position. Two arrays are used to record
another two important parameters, i.e., Pbest, the
extreme of each individual and Nbest, the neigh-
borhood extreme. Each particle is updated based on
the function below:

Vi � Vi + c1rand() Pbesti − Xi( 􏼁

+ c2rand() Nbesti − Xi( 􏼁,

Xi � Xi + Vi,

(12)

where c1 and c2 are two critical constants. If these
two constants are set too large, they may lead the
particle to “fly over” the target area due to too much
update of the parameters in velocity. Being too small
could also result in the algorithm running in a low
efficiency because of the slow velocity. .erefore, an
appropriate value has the benefits of both increasing
the convergence speed and avoiding the local opti-
mal solution. Here, we choose c1 � c2 � 0.7.

(4) Termination of the algorithm: if the number of it-
eration approaches the maximum, output the solu-
tion. Otherwise, go back to step (2) and start a new
loop based on updated parameters. Parameters of the
best offspring are assigned to the WNN for a tra-
ditional training.

3.4.GeneticAlgorithmandParticle SwarmOptimization-Based
Wavelet Neural Network (GAPSO-WNN). GAPSO-WNN
method is actually a combination of GA and PSO for
searching of global optimized solution. .e reason for
combining these two global optimization methods is to
make use of their advantages at the same time. GA has the
ability of creating new individuals and PSO could find so-
lution by global optimizing. .ere is a trade-off between
running time and optimization of model parameters. .e
algorithm is described here. After a group of random in-
dividuals are generated, typical processes of selection,
crossover, and mutation are executed according to GA.
.en, based on GA outputs (a group of optimized in-
dividuals), PSO algorithm is carried to further adjust the
parameter until a lower fitness value is achieved. Afterwards,
the best individual is transferred into WNN for final
computation of model parameters.

4. Model Simulation Results

In this section, the prediction performances of the models
proposed in Section 3 would be tested and the corresponding
results would be compared as well.

4.1. Data. After a brief selection, we choose 2000 datasets to
train the model and another 90 datasets to test the model.
Part of the data collected in the experiment is shown in
Table 1. .e first five columns serve as the five input pa-
rameters for the wavelet neural network. .erefore, n� 5.
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Table 1: Data collection.

No. Salinity (psu) Temperature (°C) Depth (m) pH Dissolved oxygen (mmol/kg) Chlorophyll a (mg/L)
1 0.1004 16.1446 0.6943 4.4416 7.0894 4.1964
2 0.106 16.1283 0.6891 4.4316 6.9038 3.8781
3 0.0835 16.3427 0.6522 4.4409 6.7601 3.926
4 0.1258 16.1929 0.6936 4.4587 6.653 3.9217
5 0.0977 16.3584 0.6987 4.4555 6.5735 3.8259
6 0.0988 16.4913 0.6818 4.4629 6.4661 3.9697
7 0.1165 16.413 0.6942 4.4395 6.5101 4.0369
8 0.1413 16.3695 0.6802 4.4294 6.4477 4.1006
9 0.0941 16.0299 0.6883 4.4352 6.3321 4.0548
10 0.0587 16.0776 0.6797 4.4516 6.1405 3.9704
11 0.128 16.2742 0.6944 4.4534 6.0379 3.9175
12 0.0958 16.2648 0.669 4.4635 6.0498 3.926
13 0.0708 16.4263 0.6924 4.4741 6.1187 4.2315
14 0.1189 16.328 0.6848 4.482 6.2639 3.8738
15 0.0962 16.419 0.6845 4.4865 6.3722 3.876

WNN regression
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Figure 4: Regression plot of each model.
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�e sixth column is the desired output for each data set, and
q� 1 (corresponding to Figure 3).

4.2. Model Establishment. For each model, during the
training stage, a matrix consisting of 2000 groups of the �rst
�ve columns of training data is applied to the model and the
desired output dedicates to the update of each model pa-
rameter based on the algorithm aforementioned. In the
simulation testing procedure, �ve inputs of another 90
datasets are applied to each trained model which has pos-
sessed the best performance. �e simulation results are
compared with the desired output. �e number of nodes for
the hidden layer is critical, and after numerous testing, we
�nally choose 13 for value p.

4.3. Comparison between EachModel. To better evaluate the
performance of four models, four evaluation indicators
namely, R-square, RMSE, mean of error (ME), and Distance
(D) are chosen. �e R-square is the coe�cient of de-
termination. RMSE, ME, and D are calculated with the
equations (13)–(15). �e parameter D is the average distance

between each result dot and the “y� x” line in the regression
plot shown in Figure 4:

RMSE �

���������
∑90
i�1error

2

90

√

, (13)

ME � ∑
90
i�1error
90

, (14)

D �
∑90
i�1distance

90
. (15)

For each model, the numerical values of four evaluation
indicators are displayed in Table 2. �ey show that GAPSO-
WNN has the highest R-square and lowest RMSE. Also, GA-
WNN has the lowest ME. Although it may not be safe to land
the conclusion that one model is better than the others,
overall, the improved WNN models all have better per-
formance than the original WNN. �is further indicates the
optimization of these combined algorithms. To be speci�c,
among these four parameters, the improvement of ME with
approximate 65% is the most signi�cant.

Table 2: Comparison between four models.

WNN GA-WNN PSO-WNN GAPSO-WNN
R-square 0.6198 0.6141 0.6328 0.6426
RMSE (mg/L) 0.0950 0.0989 0.0938 0.0916
ME (mg/L) 0.0147 − 0.0052 0.008 0.0089
D (mg/L) 0.0672 0.0699 0.0663 0.0648

WNN prediction result GAWNN and WNN prediction result

PSOWNN and WNN prediction result

Measured
WNN prediction
PSOWNN prediction
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Figure 5: Prediction result of each model.
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Figure 4 shows the regression plot of each model. .e
dashed blue line is the “y� x” line. If the model is 100 percent
accurate, the result dots should all be on the line. .erefore,
the closer the dot is to the line, the more accurate the model
prediction is. .e red solid line is the regression line based
on each result dot. .e angle between these two lines is also
an indicator of the accuracy; the smaller the angle is, the
more the accuracy is. On the Northwest corner, the text
represents the mathematical formula of the red curve with
slope and intercept.

In Figure 4, both WNN and GA-WNN have more nodes
far away from the regression line..is results in the decrease
of R-square value. .e ideal slope of the regression line is 1
and means that the measured concentration and the pre-
diction are equal. Also, there are more dots close to the
“y� x” line in low Chlorophyll a region than in the high area.
It may lead to the conclusion that the models are good at low
Chlorophyll a concentration prediction compared with the
high area. .is performance can also be proved by the
prediction results displayed in Figure 5.

Figure 5 shows that the prediction performances of
WNN, GA-WNN, PSO-WNN, and GAPSO-WNN share the
same trend with the prediction results. By comparison, the
range of Chlorophyll a predicted by GAPSO-WNN is larger
than it by WNN. .erefore, GAPSO-WNN could predict
better at both high and low Chlorophyll a. Also, compared
with WNN, the results predicted by GAPSO-WNN are
closer to the measured ones. We also find that the peaks of
four prediction lines do not quite line up with those of
measured line and have a common lag. .e points where it
should be high Chlorophyll a are always predicted later than
the desired points. .e expected reason for this delay could
be that (1) there are not enough nodes in hidden layer to
adjust the nonlinearity between input layer and output layer;
(2) mother wavelet function is not compact enough to have
quick response to the changing inputs; and (3) there may be
other important physical parameters that could be added
into the input layer. All these hypotheses need further
research.

Overall, in Figure 5, the comparison results between
WNN and improved algorithm are not quite dramatic. .is
is because WNN prediction result is the best result from
numerous runs. Compared with raw WNN training, the
improved algorithm has the advantage of lowering the
failure rate. .is means that user could run the algorithm
fewer times than before to get satisfying prediction results.

5. Conclusions

In this paper, based on the requirement for modeling the
relationship between Chlorophyll a and other water physical
parameters, wavelet neural network and three improved
wavelet neural networks, namely, GA-WNN, PSO-WNN,
and GAPSO-WNN, were adopted to model the correlation.
After constructing the algorithm, 2000 sets of experiment
data were applied to training the model and 90 sets for
testing. .e R-square, RMSE, ME, and D of the prediction
errors were served as indicators for evaluating the perfor-
mance of each method. .e results showed that the wavelet

neural network could achieve the prediction goal with a
certain degree of accuracy and the intelligent algorithm
could improve the network performance. Among the four
models, the GAPSO-WNN has better initial weights and
threshold value, and this contributes to more accurate
prediction results with RMSE 0.0916, ME 0.0089, and D
0.0648. .e R-square is at most 0.6426 in the current study
and remains room to improve the prediction accuracy.
Moreover, as the experiment data applied here was gathered
from the lake, more research work needs to be done to apply
this method to the data to be collected in the ocean envi-
ronment. As basic water properties should be similar in both
lake and ocean, the method is worth to try when data from
the real ocean is available. As the real ocean has higher
salinity, it is anticipated that weighting on salinity may be
higher than that in this experiment.
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