
Research Article
OptimalCapacityAllocationofEnergyStorageSystemconsidering
Uncertainty of Load and Wind Generation

Leijiao Ge,1 Shuai Zhang ,2 Xingzhen Bai,2 Jun Yan,3 Changli Shi,4 and Tongzhen Wei4

1Key Laboratory of Smart Grid of Ministry of Education, Tianjin University, Tianjin 300072, China
2School of Electrical and Automation Engineering, Shandong University of Science and Technology, Qingdao 266590, China
3Concordia Institute for Information Systems Engineering, Concordia University, Montréal H3G 1M8, Canada
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Energy storage systems (ESSs) are promising solutions for the mitigation of power fluctuations and the management of load
demands in distribution networks (DNs). However, the uncertainty of load demands and wind generations (WGs) may have a
significant impact on the capacity allocation of ESSs. To solve the problem, a novel optimal ESS capacity allocation scheme for
ESSs is proposed to reduce the influence of uncertainty of bothWG and load demands. First, an optimal capacity allocationmodel
is established to minimize the ESS investment costs and the network power loss under constraints of DN and ESS operating points
and power balance. /en, the proposed method reduces the uncertainty of load through a comprehensive demand response
system based on time-of-use (TOU) and incentives. To predict the output of WGs, we combined particle swarm optimization
(PSO) and backpropagation neural network to create a prediction model of the wind power. An improved simulated annealing
PSO algorithm (ISAPSO) is used to solve the optimization problem. Numerical studies are carried out in a modified IEEE 33-node
distribution system. Simulation results demonstrate that the proposed model can provide the optimal capacity allocation and
investment cost of ESSs with minimal power losses.

1. Introduction

/e high penetration of wind generations (WGs) raises the
risks of the secure and economical operation of distribution
networks (DNs) due to the intermittent wind speed and
unexpected turbulence. To solve this problem, energy
storage systems (ESSs) have received increasing attention for
their advantages in smoothing power fluctuations induced
by the wind power while reducing the impact of uncertain
load demands in DNs through proper demand response
(DR) designs [1–5]. In this context, this study presents a new
approach to the optimal capacity allocation of ESSs in DN,
which introduces a comprehensive DR to reduce the un-
certainty of high-penetration WG and load demand using
computational swarm intelligence.

Currently, several studies have explored solutions to
accommodate the uncertainties from WGs and load

demands. /e uncertainty of wind power output has also
been studied in the DN [6, 7]. In [8], WGs are precisely
modeled in terms of time-scale and uncertainty to research
the correlation of multiple time-scale, uncertainty, and
simulation time. Simulation in a typical test system not only
verifies the accuracy of the model proposed in this paper but
also obtains the best prediction time-scale considering the
simulation time and cost. In [9], a stochastic programming
was used to model WGs to reduce the uncertainty in a home
energy management./e simulation results demonstrate the
home energy management with the WGs model can greatly
reduce costs. Zhang et al. [10] proposed a novel wind
prediction model based on particle swarm optimization and
support vector machine (PSO-SVR) and grey combination
model to reduce the disadvantage of low prediction accuracy
of the traditional grey system. Compared with the single grey
system, the mean absolute error (MAE), mean absolute
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percentage error (MAPE), and root-mean-square error
(RMSE) of the proposed model for WG prediction are
improved by 37.7%, 34.9%, and 34.4%, respectively.

With the participation in DR programs, the roles of the
consumers change from a passive entity to an active one that
manages both local consumption and generation resources
[11]. /e authors in [12–14] studied the role of DR in load
adjustment. In [12], a method is proposed to adjust the load
curve considering the uncertainty of DR. Using the different
acting speeds of the two types of DR, a two-stage scheduling
model is established to reduce the uncertainty of load. /e
authors in [13, 14] proposed a new strategy using an optimal
model of peak shaving and valley filling with electric vehicles
for economic dispatching; the simulation results have dem-
onstrated that the strategy is improving load management
under large integration of electric vehicles (EVs). In [15], a DR
optimization methodology for application in a generic resi-
dential house is proposed to find the optimal scheduling of
minimal operating costs and reduce the uncertainty of load.

/ere are also many studies on stochastic optimization
of wind power in DR. A stochastic programming investment
model combining continuous operational constraints and
wind scenarios was proposed in [16] to research the impact
of DR in WGs. /e numerical results show that, with the
increase in DR capacity, wind power decreases and social
surplus increases. In [17], a method was proposed to study
the impact of WGs and DR on locational marginal prices. By
shifting the proper amount of DR load from peak hours to
off peaks, the utilization of WGs was enhanced and the
investment cost was reduced. Ahmed et al. [18] analysed the
impact of WGs on electricity price. /e scenario simulation
was conducted in Monte Carlo and then through the re-
duction and incorporation of scenarios to formulate sto-
chastic uniform market price.

/ere have been some research efforts on the optimal
configuration of ESSs to maintain the stability of the DN and
reduce the uncertainty of WG and load demands further-
more in [19–23]. In [20], a novel planning model for the
ESSs in distribution network wherein both load leveling and
voltage profile improvement applications are extracted.
Simulation results demonstrate that not only the load profile
tends to be flat and resulting in lower energy cost but also the
voltage profile can improve in some degrees without in-
creasing planning and operation costs. ESSs can reduce
power losses and improve the stability of a DN when ESSs
were allocated at optimized locations in the network [21]. To
ensure the minimum cost of substation expansion deferral, a
novel multiobjective mixed integer linear programming
model for ESSs operation was proposed in [22], and the
proposed model is highly flexible with respect to the planner
preferences, without increasing operation costs. Also, to
accommodate the large penetration of wind energy, a
multistep method based on the optimal power flow is
presented in [23] for the configuration of ESSs to minimize
the annual electricity cost in DNs.

Despite the extensive efforts, however, most of the works
above relied on deterministic models to optimize ESS con-
figuration in the DN./e deterministic models have not been
able to consider the impact of load variations and adjustments

under a comprehensive DR system nor the impact of the
uncertainty of high WG penetration on the optimal capacity
allocation of ESSs. To fill this gap, an optimal capacity allo-
cationmodel of ESSs is proposed in this paper tominimize the
cost and loss of ESSs under the conditions of secure and stable
operation ofDN and ESSs. In this newmodel, all objectives are
incorporated in a single cost function to select the global
optimal solution./e uncertainty of WG and load demands is
modeled using particle swarm optimization and back-
propagation (PSO-BP) neural network in a comprehensive
DR, respectively, and an improved simulated annealing PSO
(ISAPSO) algorithm is employed to optimize the ESS capacity
allocation with minimized investment costs and energy losses.
/e main contributions of this paper are as follows:

(1) Proposing a new ESS optimal capacity allocation
model to minimize the investment cost and power
losses.

(2) ISAPSO is used to optimize the capacity allocation.
Compared with another two algorithms proposed in
this paper, the investment costs have been reduced
by 12.5% and 7.1%, respectively, and the power losses
have been reduced by 18.6% and 4.5%, respectively.

(3) A comprehensive DR system based on the time-of-
use (TOU) and incentives are proposed to reduce the
uncertainty of load.

(4) To predict the WGs more accurately, a PSO-BP
neural network is proposed. Compared with the BP
method, the MAE and RMSE of the proposed model
for WG prediction is improved by 11.7% and 5.3%,
respectively.

/e rest of this paper is organized as follows. In Section
2, the ESS optimal capacity allocation model is first for-
mulated, and the methodology to reduce the uncertainty of
load demands and WG is introduced, respectively. In Sec-
tion 3, the algorithms to solve the optimizationmodel will be
elaborated. /e proposed model is evaluated on a modified
33-node test system under different conditions in Section 4.
Finally, conclusions are drawn in Section 5.

2. Problem Formulation

/e problem formulation is presented throughout this
section to derive the model for optimal capacity allocation of
ESSs. /e problem formulation ideas for the entire paper is
shown in Figure 1. /e goal is to minimize the costs of
investment and power losses, considering the uncertainty of
load and wind generation, which is solved by the presented
optimization model as a mixed-integer linear problem.

2.1. Objective Function. For ESSs, the objective function of
the proposed optimization model can be given as

minF � CINV + CLOSS + CDR − Bshift, (1)

where F is the total investment cost, CINV is the life-time cost
of ESS, CLOSS is the cost of network loss, CDR is the cost of
implementing DR, and Bshift is the load adjustment profit.
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2.1.1. ESS Investment Cost. CINV, the first term in equation
(1), represents the life-time investment cost. It is defined as

CINV � 
N

i�1
cEEess,i + cPPess,i α + comEess,i, (2)

where N is the number of ESS installed, cE is the unit ca-
pacity cost of ESS, cP is the unit power cost of ESS, com is the
unit O&M cost of ESS, and Eess,i and Pess,i are the capacity
and power of the i − th ESS, respectively. Meanwhile, α is the
transformation coefficient from the present value to a
uniform annual value:

α �
cess 1 + cess( 

less

1 + cess( 
less − 1

, (3)

where cess is the interest rate and less is the service life cycle of
ESS.

2.1.2. Network Losses Cost. CLOSS, the second term in
equation (1), represents the costs of network power losses. It
is defined as

CLOSS � Δt 

NL

i�1
clossPi, (4)

where NL is the total number of branches, closs is the unit
power loss cost of the network, Pi is the power loss on the ith
line, and Δt is the duration.

2.1.3. Cost of Implementing DR. CLOSS, the third term in
equation (1), represents the costs of the DR system. It is
defined as

CDR � 

NL

i�1
cDRPDR − c0P0( Δt, (5)

where cDR and c0 are the incentive and initial costs of unit
power, respectively; P0 and PDR are the total power before
and after implementing DR, respectively.

2.1.4. Load Adjustment Profit. Bshift, the benefits of load
adjustments, can be calculated by the difference between the
income from discharging the ESSs at peak hours and the cost
of charging the ESSs at valley hours:

Bshift � 

N

i�1
λpeakPdis,i − λoffpeakPch,i Δt, (6)

where λpeak and λoffpeak are the peak and valley electricity
prices, respectively; Pch,i and Pdis,i are the charging and
discharging power of the ith ESS, respectively.

2.2. Constraints

2.2.1. Power Balance Constraint

PWG,t + Pgrid,t + P
d
bess,t − P

c
bess,t � Pload,t + Ploss,t, (7)

where PWG,t is the power ofWGs at time t; Pgrid,t is the power
purchased from the upper system at time t; Pc

bess,t and Pd
bess,t

represent the charging and discharging power at time t,
respectively; and Pload,t and Ploss,t represent the load power
demand and network power loss at time t, respectively.

2.2.2. ESS Operational Constraint
Pc,t
bess,i ≤Pc,max

bess,i ,

Pd,t
bess,i ≤Pd,max

bess,i ,

yc
bess,i + yd

bess,i ≤ 1,

SOCt
bess,i � SOCt−1

bess,i +
ηcP

c
bess,i − 1/ηd( Pd

bess,i

Pbess,i
 Δt,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

where Pc,t
bess,i and Pd,t

bess,i are the charging and discharging
power of ESS at time t, respectively. Pc,max

bess,i and Pd,max
bess,i are the

maximum charging and discharging power of ESS, re-
spectively. yc

bess,i and yd
bess,i are the binary charging and

discharging state of the ith ESS, respectively; ηc and ηd are
the charging and discharging efficiency of the ESS,
respectively.

2.2.3. Energy Balance Constraint of ESSs



T

t�1
P

c,t
bess,iηcΔt +

Pd,t
bess,iΔt
ηd

⎛⎝ ⎞⎠ � 0. (9)
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Figure 1: /e overall idea of the method in this paper.
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2.3. Uncertainty Reduction. Due to the uncertainty of WG
and load demand, it is difficult to obtain the optimal capacity
allocation of ESSs at a high degree of accuracy. To reduce the
impact of uncertainty on the proposedmodel, this study uses
PSO-BP to improve the accuracy of WG prediction and use
comprehensive DR to reduce the uncertainty of load de-
mands based on load management.

2.3.1. WG Prediction Based on PSO-BP. Accurate WG
prediction can improve the security and reliability of DN
[24]. Current WG prediction methods include physical
methods, statistical methods, and artificial intelligence
methods. It is found that, among many WGs prediction
methods, the PSO-BP neural network algorithm not only has
a higher prediction accuracy but also reduce calculation
time. So, the PSO-BP neural network algorithm is selected in
this paper.

In the neural network, the data are first linearly nor-
malized to the valid input range of the network./en, we use
the PSO algorithm to optimize the weights and bias of the BP
neural network and improve the prediction accuracy. Given
a BP neural network, the velocity and position s of each
particle in the PSO are updated as follows:

vl+1
i � wvl

i + c1r1 pbest − sl
i(  + c2r2 gbest − sl

i( ,

sl+1
i � sl

i + vl+1
i ,

⎧⎨

⎩ (10)

where l is the number of the current iteration; c1 and c2 are
the cognitive factors and social factors, respectively; r1 and r2
are the random number distributed between [0, 1]; pbest is
the individual optimal extremum; and gbest is the global
optimal.

/e total error of the samples is taken as the objective
function as follows:

ek �
1
f



f

i�1
yk,i − Ck 

2
,

fitness �
1
S



S

k�1
ek,

(11)

where f is the total number of the actual values in sample k
and S is the total number of the mean square errors in all
samples. ek, yk,i, and Ck are the mean square error, the ith
actual value, and the predicted value of sample k, respec-
tively. /e position of the optimal particle is used to assign
the weight and bias of the corresponding neuron.

/e normalized data are used as the input to the neural
network, and the relationship between the input layer and
the hidden layer is

zj � 

M

i�1
ωijxi
′ + bj, (12)

where xi
′ is the input of the neuron i, zj is the output of the

neuron j, ωij is the weight of the link between neuron i and
neuron j, bj is the bias of neuron j, and M is the total
number of neurons in the previous layer.

With the activation function, the relationship between
the hidden layer and the output layer can be obtained as

yj � φ zj , (13)

where yj is the output of the neuron j and φ(x) is the
activation function. In this paper, the Sigmoid function [25]
is adopted, where φ(x) � (1/1 + e− x).

Finally, the output power of the WGs is

PWT �
1
2

cpρAv
3
, (14)

where PWT is the output power of WGs, cp is the influ-
encing factor of wind energy utilization coefficient of WGs,
ρ is the air density, A is the swept air area, and v is the wind
speed.

/e root mean square error (RMSE) and mean ab-
solute error (MAE) are used in the objective functions to
evaluate the prediction performance of PSO-BP. Back-
propagation and gradient descent algorithms are used to
update the weights and bias to minimize the objective
function [26].

2.3.2. TOU Model Based on Incentives. /e uncertainty of
load will affect the stability of DN dispatch due to the
randomness of participating users’ intentions. It is impor-
tant for operators of DN to reduce the uncertainty of load
[27]. Comprehensive DR generally refers to the use of both
TOU and incentive measures for load management.
According to the research, comprehensive DR has better
performance than using TOU or incentive measures alone
[28, 29]. So, we choose comprehensive DR as the approach to
reduce the load uncertainty.

In DR, the relationship between users’ load and elec-
tricity price is usually described using the demand elasticity
coefficient (DEC) as follows:

λij �
Δlij/li0
Δlij/li0

,

Δlij � lj − li0,

Δpij � pj − pi0,

(15)

where Δlij is the load difference between time j and time i;
Δpij is the electricity price difference between time j and
time i; li0 and pi0 represent the load and electricity price
before DR, respectively; and lj and pj represent the load
and electricity price of the period j after the DR,
respectively.

When i and j are not equal, λij represents the cross
DEC in different periods: when the electricity price at time
j is low and the load at time i is shifted to time j, the DEC is
positive. When i and j are the same, λij represents time i

own self-elastic coefficient: when the price of electricity
rises, the load of time i will be shifted to other periods and
thus the DEC is negative. A DEC matrix E can be then
composed of the self-elastic and mutual elastic
coefficients:
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E �

λ11 λ12 · · · λ1M

λ21 λ22 · · · λ2M

⋮ ⋮ ⋮ ⋮

λM1 λM2 · · · λMM

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (16)

whereM represents the periods divided in one day./emain
diagonal elements are self-elastic coefficients, while the
others are mutual elastic coefficients. /is DEC matrix can
be obtained from the historical TOU data.

Once E is obtained, the load matrix L in each period can
be calculated from the historical TOU data:

L �

l1

l2

⋮

lT

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

l10 0 · · · 0

0 l20 0 0

⋮ ⋮ ⋮ ⋮

0 0 · · · lT0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

E

Δp1

p10

Δp2

p20

⋮

ΔpT

pT0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

l10

l20

⋮

lT0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (17)

/e optimized load model can be obtained by adding the
following incentive mechanism based on the load matrix
defined above:

L �

l10 0 · · · 0

0 l20 0 0

⋮ ⋮ ⋮ ⋮

0 0 · · · lT0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

D1

Δp1 + a1

p10

Δp2 + a2

p20

⋮

ΔpT + aT

pT0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ D2

Δp1 + aj1

p10

Δp2 + aj2

p20

⋮

ΔpT + aT

pT0
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l10

l20

⋮

lT0
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,

(18)

where D1 � diag[λ11, λ22, . . . , λTT] is the main diagonal of
the DECmatrix, that is, the matrix of self-elastic coefficients;
D2 � E − D1 is the matrix of mutual elasticity coefficients, aT

is the incentive value at time period T, and ajT is the in-
centive value to which the load is shifted.

3. Solving the Optimization Model

From a mathematical perspective, the proposed model is a
nonlinear commitment optimization problem with mixed
integers. To tackle the challenge, PSO-BP is used for WG
prediction, and adjustable activation function and

embedding chaos algorithm (BP-AAEC) is used for reducing
the uncertainty of load demands based on reasonable load
management. /en, ISAPSO is adopted to satisfy the de-
mands of efficiency and convergence. /e optimization
solution mainly includes the following steps:

(1) WGs prediction

Step 1.1: generate an initial population of PSO-BP.
/e number of hidden nodes and the initial con-
nection density for each network are generated.
And normalize the original WGs data.
Step 1.2: according to the input vector, the weight
between an input-layer neuron and hidden-layer
neuron ωij evaluates the output values of hidden layer
by equation (12). Calculate the output values of output
layer based on theweight between output-layer neuron
and hidden-layer neuron bias bj by equation (13).
Step 1.3: initialize the position of each particle of
PSO by means of weight ωij and bias bj by equation
(10). Evaluate the new fitness and update the global
optimum.
Step 1.4: update the weight and bias according to an
iterative number of PSO algorithm. /e optimal
parameters obtained by PSO are given to the BP
neural network model.
Step 1.5: if t< tmax, then t � t + 1, and go back to
Step 1.4; otherwise, output the predictive result.

(2) Load scheduling

Step 2.1: initialize BP-AAEC and set the initial value
of each parameter. Normalize the historical load
data. Suppose the weight value is ω and bias is b. Let
e be the error function threshold; set the initial
value of the parameter as X0. Let X∗ be the most
optimum network parameter at present X∗ � X0.
Step 2.2: run BP-AAEC and get the parameter X∗k ;
let k � k + 1.
Step 2.3: evaluate the fitness in equation (17) and
compare f(X∗k ) with f(X∗).
Step 2.4: calculate Δf � f(X∗k ) − f(X∗): if Δf< e,
the prediction is convergent. If Δf> e, return to
Step 2.2.

(3) Optimal capacity allocation of ESSs

Step 3.1: initialize the population of ISAPSO, in-
cluding the position, velocity, and initial
temperature.
Step 3.2: calculate the fitness by equation (1), with
the constraint equations (7)–(9).
Step 3.3: update the velocity and position by
equation (10).
Step 3.4: calculate the new fitness in equation (1) for
each particle.
Step 3.5: apply the annealing Tk+1 � λTk.
Step 3.6: if the iteration conditions are met, stop the
search; otherwise, return to Step 3.3.

/e flowchart of the entire algorithm is shown in
Figure 2.
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4. Case Study

4.1. Benchmark System. /e proposed method is evaluated
on a modified IEEE 33-node test distribution system, as
illustrated in Figure 3 [30]. /e rated voltage of the system is
12.6 kV with a peak load of 3.775 + j2.300MVA. /e im-
portant loads are set on Nodes 3, 10, and 26. In order to serve
the important loads continuously when the DN fails and to
ensure the stability of the system, the WGs are allocated in
Node 4 (800 kW) and Node 14 (1000 kW), where the power
factor is 0.8. /e rated cut-in and cut-out wind speeds are
12m/s, 4m/s, and 20m/s, respectively.

/e heuristic algorithm selected in this paper can be
applied for different types of ESSs, such as the lead-acid
battery (LAB), the sodium-sulfur battery (NaS), or the Li-
ion battery (LIB), among others [31]. /e parameters of the
three types of batteries are provided in Table 1 [32].
Considering the service life and costs of investment, the
sodium-sulfur battery is used. Also, considering the im-
portant loads and the stable operation of the DN, we as-
sumed ESSs are allocated in Nodes 2, 6, and 12. /e rest
parameters refer to Table 2, and the other parameters of
ESSs are the same as in Table 1. /e price of electricity in
different time periods and the incentive value are shown in
Figure 4.

4.2. Comparison of Simulation Results. In the ISAPSO, the
number of population particles and iterations are set as 30
and 100, respectively. To evaluate the performance, the
following cases are considered:

Case A: simulation of the IEEE-33 system of consid-
ering reducing the uncertainty of WGs and load,
without ESSs
Case B: optimize the capacity allocation of ESSs by only
reducing the uncertainty of load, and the output of
WGs is simply the rated power
Case C: optimize the capacity allocation of ESSs by only
reducing the uncertainty of WGs and DR is not
adopted to reduce the uncertainty of load
Case D: optimize the capacity allocation of ESSs by
reducing the uncertainties of WGs and load by the
means of this paper proposed

/e simulation results are shown in Figure 5. In the
absence of ESSs, even if the method of reducing the uncer-
tainty of WGs and load mentioned in this paper is used in the
simulation, there will be greater power loss and voltage de-
viation. Compared with Case A and Case B, although the
comprehensive DR can introduce some costs in Case C, it
improves the effect of load shifting and reduces the power
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Figure 2: /e optimization procedure for finding optimal planning schemes.
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losses (18.4% and 4.5%, respectively). Overall, Case C can
reduce the uncertainty of load and WGs at the same time,
making the DNmore stable at a lower total cost of investment
(12.5% and 7.1%, respectively) than Case A and Case B.

Simultaneously, in order to prove that the position of
ESSs andWGs selected in this paper is optimal, the following
cases are performed:

Case A: optimize the capacity allocation of ESSs con-
sidering only changing the location of ESSs (they are set
on Nodes 11, 19, and 27, respectively), and the positon
of WGs does not change.
Case B: optimize the capacity allocation of ESSs con-
sidering only changing the location of WGs (they are
set on Nodes 7 and 16, respectively), and the positon of
ESSs does not change.
Case C: optimize the capacity allocation of ESSs con-
sidering changing the location of ESSs (they are set on
Nodes 11, 19, and 27, respectively) and WGs (they are
set on Nodes 7 and 16, respectively), simultaneously.
Case D: optimize the capacity allocation of ESSs
according to the location of ESSs and WGs provided in
this paper.

/e above simulation cases are all based on the methods
proposed in this paper, and the selection of nodes is random.
Table 3 presents comparison of the above four cases. As we
can observed from Table 3, both the power losses and the
voltage deviation of the DN will be increased when the
location of the ESSs or the WGs changes. /is is because the
change in position makes the role of ESSs or WGs unable to
radiate the entire DN, which increases the cost of ESSs and
reduces the stability of the distribution network. /erefore,
only when the optimal location is selected for ESSs andWGs
in the DN can the cost and stability be minimized.

4.3. Comparison of Different Algorithms. To evaluate the
performance of the proposed algorithm, the section will first
verify the feasibility of the proposed method to reduce the
uncertainty of load demands and WGs prediction, respec-
tively. After that, the validity of the optimal capacity allo-
cation model is validated by comparing it with other
methods. Finally, in order to prove the superiority of
IASPSO, this paper selected PSO and NSGA-II to compare
with ISAPSO.

4.3.1. Comparison of Uncertainty Reduction. To illustrate the
effectiveness of the proposedmethod, the uncertainty of load

Table 1: Comparison of three different batteries.

Parameter LAB NaS LIB
Fixed O&M (¥/kW) 25.5 27 51.75
Efficient (%) 80 85 90
Range of SOC (%) 30–70 10–90 20–80
Service life (years) 10 15 12.5

Table 2: Parameters of the simulation.

Parameter Value
Number of charge/discharge cycles in storage life 10000
ESSs investment cost (¥/kWh) 1000
Interest rate 3%
Annual increment load rate 10%
Power loss cost (¥/kWh) 0.4

Superior grid

ESS 1

Wind
turbine 2Important load 3

Important load 2

Important
load 1

Wind
turbine 1

ESS 2
ESS 3

26 27 28 29 30 31 32 33

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

19 20 21 22

23 24 25

Figure 3: /e modified IEEE 33-bus distribution test system.
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and WGs proposed in this paper is firstly evaluated. Two
typical cases will be considered: Case 1 only considers load
scheduling under TOU tariff, while Case 2 considers TOU
based on incentives. /e historical data of the total load and
each important load are shown in Figure 6. And the load
adjustment under the two different DRs is shown in Figure 7.
It can be seen from the figure that the shifting load in the
second case is better.

As shown in Figure 7, we can see that the peak load
decreases, valley load rises, and the difference between peak
and valley decreases when we adopt the strategy of case 1.
For a part of the load that cannot be transferred during the
period, the peak-to-valley difference can decrease further by
the strategy of case 2 while giving some compensation and
the load curve is more smooth. /is is because case 2 adopts
an TOU based on incentives strategy to enable load ad-
justment with the participation of the distribution network
operator, which allows the load to be further adjusted
compared to case 1. /e detailed peak-to-valley difference is
shown in Table 4.

DGs have a great impact on the stability of the DN. In
order to ensure the stable operation of the system, it is
necessary to reduce the uncertainty of DGs. In this part, we
will prove the effectiveness of the proposed method to re-
duce the uncertainty of DGs by comparing BP with the PSO-
BP. /e historical data of the total DGs and each DG are
shown in Figure 8.

/e comparison of PSO-BP and BP WGs prediction is
shown in Figure 9. We can see from Figure 9 that both of the
two prediction methods have high precision but PSO-BP has
better prediction accuracy than BP. /is is because BP
adopts error backpropagation to adjust the weight of net-
work connection, and it is easy to fall into the local optimal

solution, while PSO-BP can search in a larger space, which
avoids the above problem to a certain extent, so that the
prediction accuracy has been further improved.

/eMAE and RMSE of total DGs are applied to evaluate
the predicted results. As can be seen in Table 5, compared
with the BP method, the MAE and RMSE of the proposed
model for WG prediction is improved by 11.7% and 5.3%,
respectively. /erefore, the method proposed in this paper
can greatly reduce the uncertainty of WG prediction.

Table 6 shows the comparison of ISAPSO and PSO and
NSGA-II. Among these three algorithms, the calculation
time of ISAPSO is longer than PSO because ISAPSO requires
a simulated annealing process. Since the calculation process
of NSGA-II is different, no comparison of calculation time is
performed. ISAPSO has a better performance in global
search than PSO due to the addition of a simulated annealing
process. /e results have shown that ISAPSO reduces the
costs of both the investment (6.7%, 1.3%) and power loss
(41.9%, 82.8%). In terms of voltage deviation, compared with
PSO and NSGA-II, the voltage deviation calculated by
ISAPSO was reduced by 0.20 and 0.06 p.u., respectively.
Because ISAPSO has better global search capabilities than
PSO, it has better simulation results. As for the comparison
with NSGA-II, because ISAPSO has the “memory function”
that NSGA-II does not have, the search results are relatively

0

40
5 

× 
3

38
9 

× 
3

35
4 

× 
3

18
11

.7
4

11
04

.2
7

97
2.

32

93
0.

76

0

Ca
pa

ci
ty

 (k
W

W
)

Case A Case B Case C Case D
0

100

200

300

400

500

600

200
400
600
800
1000
1200
1400
1600
1800
2000

Po
w

er
 lo

ss
 (k

W
)

Capacity
Power loss

(a)

11
3.

5

21
3.

7

20
3.

3

18
9.

91.
21

0.
58

0.
49

0.
12

Case A Case B Case C Case D

V
ol

ta
ge

 d
ev

ia
tio

n 
(p

.u
.)

0

50

100

150

200

250

Co
st 

(×
10

4 
¥)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Cost
Voltage deviation

(b)

Figure 5: Comparison of optimization results of different schemes.

Table 3: Simulation results of the above four cases.

Parameter Case A Case B Case C Case D
Capacity of ESSs (kW) 372× 3 369× 3 398× 3 354× 3
Power losses (kW) 987.17 970.33 1011.25 930.76
Cost (×104 yuan) 202.7 193.8 209.1 189.9
Voltage deviation (rad p.u.) 0.44 0.48 0.63 0.12
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Figure 6: Daily load curves of total load and important load.
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Table 4: Comparison of peak-to-valley difference under different strategies.

Parameter /e original data Case 1 Case 2
Total load 875 747 587
Important load 1 73 63 56
Important load 2 147 114 110
Important load 3 118 100 94
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better. /erefore, ISAPSO offers a better solution to the
optimal capacity allocation model in this paper.

4.4. Sensitive Analysis for Incentives. Table 4 gives the results
of sensitive analysis conducted for the DN stability con-
sidering electricity price incentive factors. As it can be
observed, by adjusting loadmanagement measures and wind
power forecasting methods, the power loss of the distri-
bution network and the capacity and cost of the ESS will
change accordingly. As shown in Figure 7, when incentives
are added to the TOU, the DNs total load peak-to-valley
difference is reduced by 21.42% compared to when only the
TOU is applied. Incentives are more like an administrative
measure, which also shows that when administrative mea-
sures are added to the DN, it will be more helpful to the
stability of the power grid.

5. Conclusions

/is paper proposed an optimal capacity allocation
scheme for ESSs by reducing the influence of uncertainty
of WGs and load demands in DNs. Furthermore, the
combination of comprehensive DR and PSO-BP reduced
the uncertainty of load demands and WG, respectively.

/e optimal capacity allocation of ESSs is solved by a cost-
benefit analysis considering the reduction of power losses
and load shift.

In order to prove the generality of our model, we first
compared the TOU with the comprehensive DR proposed
in this paper for the load adjustment method. Based on the
simulation results, the comprehensive DR has better
performance in reducing the uncertainty of load than
TOU with a slightly increased cost than the latter. /en,
we compared BP with PSO-BP for more accurate DGs
prediction. From the obtained results, we can see that the
PSO-BP is more accurate than BP for WG prediction. /e
MAE and RMSE are 0.1337 and 0.1628 in PSO-BP and
0.1494 and 0.1715 in BP, respectively. Finally, we got the
optimal capacity allocation of ESSs by the ISAPSO al-
gorithm. /e simulation results show that the optimal
capacity allocation model of ESSs can better reduce the
cost of investment and power losses and improve the
stability of DNs when we combine the comprehensive DR
and PSO-BP instead of using only one of them. Fur-
thermore, the proposed algorithm can reduce the com-
putation time and obtain better results than other
heuristic algorithms.

For the future work, along with the expected con-
tinuing development in battery technology, we will choose
batteries with better performance as the ESSs of the DN.
In addition, the holidays and weather conditions will also
be considered. And more efficient heuristic algorithms
will also be used to solve the optimal allocation model of
ESSs.
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Table 5: Comparison of error indicator.

Parameter BP PSO-BP
MAE 0.1494 0.1337
RMSE 0.1715 0.1628

Table 6: Comparison of different algorithm.

PSO NSGA-II ISAPSO
Power losses (kW) 1321.01 1701.00 930.76
Cost (×104 yuan) 202.7 192.4 189.9
Voltage deviation (rad p.u.) 0.32 0.18 0.12
Time (S) 13.810 52.820 18.967
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