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Network repair is indispensable for maintaining network security. Conventional static repair is relatively inefficient. In this study,
by considering the energy transfer between nodes, a dynamic repair model was established. *e fundamental reason for the
secondary failure of repaired nodes during the dynamic repair process is the coupling structure of failure networks. A dynamic
repair strategy was proposed that can effectively prevent the secondary failure of repair nodes influenced by energy during repair
and can cause the redundant capacity of repair nodes to be used reasonably. By turning off the energy transfer function of the link
to control the excessive flow of energy into the repair node to avoid the occurrence of secondary failure; on the other hand, by
sharing part of the load of the failure node, realize the rational use of the redundant capacity of the repair node to reduce the
impact of the failure node on the overall function of the network. *e proposed strategy mitigated the effect of failure nodes on
network functions and substantially improved the recovery efficiency of network functions. Furthermore, redundant edges,
behaving as energy redundant links in a network structure, can considerably improve the robustness of the network by optimizing
the removal of redundant edges. Dynamic repair is not only an efficient repair method but also a highly flexible choice for
network repair.

1. Introduction

With the rapid development of computer technology,
complex network theory has been widely studied [1–8].
Many favorable achievements have been obtained in dif-
ferent areas of tangible objects in a Euclidean space (electric
power grids [2], transportation networks [3], and the In-
ternet [4]) and in entities defined in an abstract space
(communication relationships [5], management networks
[6], links between worlds [7], and other crucial areas [8]). A
complex network is a theoretical method to study complex
systems as a whole. By abstracting the units in a complex
system as nodes and the connections between the units as
links and then using a graph theory to network the complex
system, we can study the related problems of the complex
system in terms of topology, such as node importance [9],
degree correlations [10], network robustness [11], and
network invulnerability [12]. However, the phenomenon of
cascading failure in disasters such as the North American
blackout cannot be explained from the topology very well.
Cascading failure takes place under certain initial

disturbance, leading to an avalanche of overloads on the
other nodes. If the energy interaction between the units is
also considered, the hidden dangers and deficiencies of the
energy interaction between units in the entire complex
system can be clearly understood [13]. Research on com-
plex networks is helpful for optimizing the design of
network structures [14, 15]. However, many real-life
complex systems often have many defects and deficiencies
due to social progress and the limitations of the initial
design [16, 17]. Due to various reasons such as techno-
logical development, economic constraints, and policy
orientation, we cannot timely reconstruct these existing
networks on a large scale and can only gradually improve
them step by step.

Under this premise, studying how to effectively repair
the network after a breakdown is valuable. After years of
research, we gained a deeper understanding of recovering
networks. Numerous repair strategies have been proposed
[18–22]. Chi et al. [16, 18] studied the stability of complex
networks under the evolution of attack and repair. Farr et al.
[19] studied optimal networks on regular lattices and
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established a repairable network structure. Sun and Zeng
[20] studied target recovery in complex networks, and ap-
propriate repair sequence can be determined using their
proposed hybrid recovery method. Li et al. [21] established a
model of cascading failures with an emergency recovery
mechanism, which considerably improved the invulnera-
bility of the studied network. Additionally, Majdandzic et al.
[22] studied the spontaneous recovery in dynamic networks.
However, few studies on network repair have considered the
effects of energy transfer between nodes. *e main reason
for the collapse of many networks is the cascading failure
caused by energy redistribution. *e neglect of energy
transfer during repair causes the repair of the network to
degenerate into static repair, isolating the demand and effect
of failure nodes on the network, resulting in a relatively
inefficient repair model.

In this paper, we propose a dynamic repair model that
considers the effect of energy transfer caused by failed
nodes on network recovery. Moreover, a dynamic repair
strategy is proposed that effectively prevents the secondary
failure of repaired nodes during the repair process. *e
reasonable use of redundant capacity of repaired nodes can
share some of functional loads of failed nodes, reduce the
effect of failed nodes on the network function recovery, and
considerably improve the efficiency of the network func-
tional recovery. Furthermore, two robust optimization
methods are proposed to improve the robustness of the
network.

2. Dynamic Repair Modeling

A graph was established as G � (V, E), where
V � v1, v2, L, vn  is a set of nodes and E � e1, e2, L, en  is a
set of edges.

*e real network can be divided into two overlapping
networks, as illustrated in Figure 1. One is a foundational
network with undirected and unweighted parameters; this
represents the physical structure of the network, such as
roads and blood vessels. *e other is a directional weighting
network; this so-termed functional network represents
functions performed using the foundational network, such
as vehicles traveling on roads and blood flowing in blood
vessels. Collectively, this is referred to as energy.

An avalanche effect cannot be explained by simply
studying the network topology. *e cascading failure caused
by the improper chaos andmismatch of energy is considered
to be the main cause of network collapse. When one node
fails, the energy is redistributed to other functioning nodes.
When the recalculated energy exceeds the redundant ca-
pacity, the node fails and the redistribution of the energy
leads to a new round of failure, causing a large-scale network
collapse [23]. We selected a model defined by Yang et al.
[14], namely, Ci � α + βLi � Li + ΔCi, where α and β are
tolerance coefficients and ΔCi is the redundant capacity; the
initial load of the node is correlated with its link degree ki as
Li � kθ

i , where θ is the load parameter [24]. When the
network was attacked, the energy of the failed node i was
reassigned to its adjacent nodes according to the following
equation:

ΔLij � Li ×
Lj

k∈ΓiLk

, (1)

where ΔLij is the redistribution energy from the failed node i

to the functioning node j and Γi is a set of functioning nodes
adjacent to the failed node i.

*e energy disorder was caused by changes in the
network structure.*erefore, energy was disrupted when the
network was destroyed and when it was repaired. Unlike
static repair models, dynamic repair models consider the
effect of failed nodes on network function recovery. *e
repaired node can immediately perform its function, and the
redundant capacity of repaired nodes can share some of the
network functions of failed nodes; this can mitigate the effect
of failed nodes on the whole network. *is mechanism
substantially improved the efficiency of network function
recovery. According to equation (1), the load redistribution
of repair rules [25] are as follows:

ΔLji � Lj ×
Li

k∈ΓjLk

, (2)

where Γj is the node adjacent to the failed node j. *erefore,
the total redistribution load of the repaired node i is
ΔLi � j∈Πi

ΔLji, where Πi is the set of failed nodes adjacent
to node i. When ΔLi >ΔCi, node i failed again.

3. Dynamic Repair Strategy and Algorithm

In the dynamic repair model, the process of repairing
network involved energy transfer between nodes. Although
secondary failure can occur, an appropriate repair strategy
can reduce the risk of failure and restore network functions
more effectively. Each node has different tolerance levels
toward energy shocks and each edge carries different energy
levels. All the factors caused dynamic repair to become more
complex and polytropic.

Figure 2 presents the classification of the network
structure. *e number on the node was ΔC. *e number on
the directed edge eij indicated the energy transfer from
node i to node j. Figure 2(a) is an uncoupled structure that
can be repaired using a special sequence: A-B-C or A-C-B.
Node Amust be repaired before node B and C.When node
A was repaired, nodes B and C were no longer affected by
the redistributed energy from node A. *erefore, the total
redistribution load of nodes B and C did not exceed their
redundant capacity, and nodes B and C were repaired
without the secondary failure. *erefore, the nodes in the
uncoupled structure were repaired one by one by following
a repair sequence. Subsequently, some more rigorous and
complicated structures remained, as shown in Figure 2(b),
which were termed coupled structures. When any of the
nodes in the coupled structure were repaired, a secondary
failure occurred because the redistributed energy was
transferred from other nodes to the structure that exceeded
the redundant capacity of the repaired node. For node D,
the redistributed load from nodes E and G exceeded its
redundant capacity, regardless of the energy effects of
nodes B and C on it (ΔCD <ΔLED + ΔLGD). *erefore,
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additional measures must be taken to break the coupling
relationship before repair. Maintenance personnel were
involved in the repair process of damaged network;
therefore, the function of related links was temporarily
shutdown to reduce the energy transfer from these links to
the repaired nodes. When the condition ΔL<ΔC was
satisfied, failed nodes were repaired without the risk of a
secondary failure. *e closing link eE D led to several
different repair sequences, such as D-E-G-F and E-D-B-F-
G. However, selecting the correct link in the coupled
structure for temporary shutdown was crucial. For ex-
ample, if the closed link was eEF or eFG, the nodes E, D, and
G still could not be repaired. *erefore, we proposed the

following repair strategy. By cutting off the minimum
number of link functions, the coupling structures were
degraded into uncoupled structures. *en, the uncoupled
structures were repaired using an appropriate repair se-
quence to recover the damaged network. *e steps of the
dynamic repair strategy are shown in Figure 3.

Step 1: construct a failed network.
Failed nodes and their relationships can be extracted to
construct a failed network. Consider S is the number of
failed nodes and k

⌢

is the degree centrality of new nodes
(calculated in the failed network).
Step 2: filter the coupling structures.
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Foundational network
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Figure 1: Uncoupled structure.
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Figure 2: Classification of network structure.
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First, calculate the redistribution load of each node at a
time and repair node i when it satisfies ΔLi <ΔCi.
Subsequently, return to step 1 to reconstruct a new
failed network if S≠ 0. However, if the redistributed
load of all the nodes exceeds the redundant capacity of
the node, only coupled structures are similar to those
presented in Figure 2 in the failed network. *en,
proceed to step 3.
Step 3: filter the redundant edge and remove it.
Coupled structures are the key to determining whether
failed nodes can be repaired without secondary failure.
*e damage of coupling structures can be divided into
two stages: (1) closing the link function of energy
transfer affects the load redistribution of received nodes
at both ends; (2) if the function of the link is closed in
stage (1) and some nodes can be repaired without
secondary failure, the effect of repaired nodes on
neighboring nodes is similar to that described in stage
(1). *erefore, the damage assessment of closed links is
a superposition of the two stages and has a greater
effect. We designed the following rules, called “re-
dundant edges,” to filter closed links.

(1) Filter out all links that cause nodes at both ends to
satisfy ΔLi <ΔCi and then close the functions of the
link with the largest sum of the degree of nodes at
both ends. *is may cause severe damage to cou-
pled structures.

(2) If no link satisfies rule (1), the filtering criteria are
degraded to have a node at both ends of the link,
satisfying the condition ΔLi <ΔCi. Close the link
with the node satisfying the condition ΔLi <ΔCi

and the maximum degree k
⌢

.
(3) If neither of the aforementioned two criteria are

met, the closed link is considered to be the one with
maximum transfer energy. *e higher the energy

eij + eji is, the greater is the damage to coupling
structures. *erefore, subsequently, satisfying the
first two rules during screening becomes easier, and
the screening process forms a closed cycle.
If one of the three rules is satisfied, close the link
function, remove it from the failed network, and
then return to Step 1 to reconstruct the new failed
network.

4. Simulation Verification and Analysis

A scale-free network (SFN) [26] was constructed to verify
the effectiveness of the dynamic repair strategy. An SFN is a
growing complex network with a network average degree k
of approximately 4. *e initial scale had 15 nodes, and the
number of final nodes was N � 1000. A study on the load
model indicated that networks exhibited the most ro-
bustness [24] under the condition of θ � 1. One of the
tolerance coefficients was fixed, and the other one, α (or β),
was variable. First, the node with the maximum degree was
attacked, which caused cascading failure in the network.
*en, the damaged network was repaired using the pro-
posed strategy. *e simulation results are presented in
Figure 4.

Figure 4(a) presents the scale of redundant edges ob-
served in scale-free networks; each value is the average of
results obtained under 20 independent SFN networks. *e
failed nodes (FNs) represent the number of failed nodes in
the damaged network. *e closed link (CL) represents the
number of redundant edges that are closed functions. *e
simulation results revealed that the FNs can be repaired
without the risk of secondary failure by closing a small
number of redundant edges at an appropriate time and by
using an appropriate repair sequence. After all of the affected
links were compared, the average number of CLs was 55.6,
considerably less than 1323.9, and as the α decreased, the
number of FNs became less than that of CL, indicating that
the efficient recovery of the network functionality can be
achieved at a low cost in dynamic repair process
(Figure 4(a)(A)). Similar results were obtained for the
change in β (Figure 4(a)(B)). Figure 4(b) presents the
simulation results under the real-life network and scientific
cooperation network (SCN) [27]. *e maximum connec-
tivity in the SCN is defined using the failed network, total
number of nodes (N � 379), and number of edges (E � 914).
Figure 4(b) indicates that the number of redundant edges in
the dynamic repair process was negatively correlated with
tolerance coefficients α (Figure 4(b)(A)) and β
(Figure 4(b)(B)). *e smaller the values of α and β were, the
smaller was the redundant capacity of nodes and the more
severe was the restriction on the energy transfer of each edge.
*erefore, more redundant edges must be temporarily re-
moved from the energy transfer function. However, com-
pared with the static model, the dynamic repair model
effectively used the redundant capacity of nodes so that
repaired nodes can reasonably share the partial load of FNs
under the premise that they do not cause secondary failure,
which considerably improved the efficiency of the network
function recovery.

Start

Construct failed network

S = 0?

Removed node i

Nodes ranked in descending
order of k

Select the first node i = 1

Calculate the redistribution
load ΔLi

Y
ΔLi ≤ ΔCi?

N

i = i + 1

N

i = S?
Y

Select out the most
influential edge eij

Remove redundant
edge eij

End
Y

Figure 3: Algorithm flowchart.
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5. Robust Optimization

Using a dynamic repair strategy, we can determine the
redundant edges of inappropriate loads. When the energy
transfer function on the redundant edge was cut off, the
effect of the redistribution load on repaired nodes was re-
duced and the nondestructive repair was realized. *e
simulation results of Section 4 demonstrate the hazards of
redundant edges. *us, the two methods of eliminating
redundant edges were proposed for optimizing the network.

5.1. Structure Optimization. Regardless of the influence of
network parameters, the existence of redundant edges indi-
cated that the network structure was unreasonable; therefore,
the energy carried by some edges did not match the capacity
of nodes connected to it. Cascade failure of the network can

readily occur. Figure 5 presents the results of network ro-
bustness after structure optimization of the SCN. We filtered
and removed redundant edges in the current network by
repeating the operation until the network attained the optimal
structure. Subsequently, we computed the scale of the cas-
cading failure caused by failures of, or attacks on, a single
node and recorded maximum values. By comparing the scale
of failure nodes in the initial network (IFN) with that of the
optimized network (OFN) we found that the robustness of the
network was substantially improved. *e results indicated
that redundant edges considerably affected the cascading
failure of the network, and the scale of network failure nodes
decreased considerably. However, structural optimization was
used to optimize the existing network structure by removing
redundant edges. *e drawback of the proposed strategy is
that the load capacity of each node in the original network is
also weakened.
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Figure 4: For (a) a scale-free network and (b) a scientific cooperation network, redundant edge characteristics in dynamic repair process vs
tolerance coefficients (A) α (for fixed β � 1.0) and (B) β (for fixed α � 3.0).
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5.2. Capacity Optimization. Under the premise that the
network structure was fixed, the existence of redundant
edges indicated that some nodes in the network, whose
redundant capacities were insufficient to withhold the en-
ergy shocks of adjacent failure nodes. A local perturbation
easily spread to the entire network, and numerous hidden
dangers undermined network security. *e capacity opti-
mization was based on our proposed algorithm to select the
redundant edges and to calculate the transfer energy eij and
eji on the redundant edge. When eij < eji, we increased the
redundant capacity of node j to offset the energy shocks of
redundant edges, to prevent the node from having a risk of
failure, and to enhance the robustness of the network.
Figure 6 presents the results of the capacity optimization.
*e tolerance coefficient was set to α � 3 and β � 1. *e
nodes with unreasonable capacity in the initial network were
mostly nodes with a large redundant capacity, but this was
not a strict standard. *e redundant edge was selected
according to the relationship between the redundant ca-
pacity of the node and transfer energy on the edge. *e load
of nodes and redundant capacity were positively correlated.
*e larger was the load of nodes, the higher was the transfer
energy passing through the edge and more easily it became a
redundant edge. However, when the redundant capacity of
the node was reasonable, avoiding the formation of re-
dundant edges was possible; the redundant edges can be
removed by optimizing the redundant capacity. Figure 6
shows that 106 nodes were adjusted for network optimi-
zation; the average capacity of the optimized network after
optimization was CRN � 8.2730 compared with the average
capacity of the original network CON � 7.8232. A larger gap
caused the capacity setting of the original network to become
more unreasonable. Capacity optimization involved finding

nodes with unreasonable capacity and optimizing the ca-
pacity of targeted nodes. *e drawback of the proposed
strategy is that the irrationality of the network structure is
ignored.

6. Conclusion

Dynamic repair is complex and polytropic. Unreasonable
repair is likely to cause the secondary failure of repaired
nodes. However, appropriate repair strategies can prevent
secondary failure and efficiently recover network functions.
Considering the mutual influence of energy flow between
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nodes, a repair strategy in the dynamic model is proposed in
this paper. *e coupled structure in the failed network was
the main reason for the secondary failure. *e proposed
algorithm can be used to filter the coupled structure in the
network and to process the most destructive redundant
edges in coupled structures, which effectively prevents the
secondary failure of repaired nodes during repair. By ra-
tionally using the redundant capacity of repaired nodes to
share some of the load of failure nodes, the recovery effi-
ciency of the network function was considerably improved.
In addition, the redundant edges were links with redundant
energy in the network. Eliminating redundant edges can
substantially improve the robustness of such networks.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.

Additional Points

(1) A dynamic repair strategy is proposed to solve the
secondary failure of the repaired nodes without any addi-
tional cost. (2) Structure optimization can eliminate edges
with overload energy in the network structure. (3) Capacity
optimization can help to design a reasonable capacity to
enhance network robustness.
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