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In this paper, the valuation of the discrete barrier options on the condition that the underlying asset price process follows the GARCH volatility and double exponential jump is studied. We derived an analytical approximation of the characteristic function for the underlying log-asset price. Then, a quasianalytical approximate formula of the price of the discrete barrier option is obtained based on the Fourier-cosine method. Numerical examples show that the Fourier-cosine method is fast and efficient for pricing discrete barrier options compared with the Monte Carlo simulation method. Finally, the influences of some important parameters on the prices of discrete barrier options are studied to further illustrate the rationality of the model.

1. Introduction

Since it was proposed in 1973, the well-known Black-Scholes-Merton (BS) model [1] is often applied in financial industries because the analytic solution of European option under the risk-neutral measure has been obtained by assuming that the underlying price process follows the geometric Brownian motion. In order to hedge and manage the risk, more options were created, such as American options and exotic options. Barrier option is one of the most actively traded exotic options in international financial derivative markets because of lower cost. For example, the gross market value of the Over-the-Counter (OTC) barrier options accounted for a significant proportion in the US foreign exchange option market in 2018. And many participants maintain considerable barrier option portfolios, which call for associated valuation and risk management tools for these securities in foreign exchange markets.

In view of the important role of barrier options, barrier option pricing is a significant problem in the theoretical researches and applications. Under the BS model framework, closed-form solutions for all kinds of European style barrier options have been obtained [2–4]. But many studies have shown that jump exists in the prices of various financial assets, such as stocks and commodities, especially after financial crises or major natural disasters happen, while the above-mentioned literatures did not take jumps into account. Kou and Wang [5] proposed a jump-diffusion model and obtained analytical solution of the European style barrier options using the Laplace transform method, where the jump size is assumed to follow a double exponential distribution.

In financial engineering, the discretely monitored barrier options are becoming a research focus. A growing number of researchers are becoming interested in the valuation of discretely monitored options. Feng and Linetsky [6] proposed the fast Hilbert transform method to obtain the price of the discretely monitored barrier options under Lévy models. Fusai, Germano, and Marazzina [7] utilized Wiener-Hopf factorization to obtain the price of discretely monitored barrier options under exponential Lévy models. Lian, Zhu, Elliott, and Cui [8] proposed a semianalytical solution for the valuation of the discrete barrier options given that the underlying asset price process was driven by a time-dependent Lévy process. Sobhani and Milev [9] presented a Legendre multiwavelets method for pricing discrete double barrier options. Thakoor, Tangman, and Bhuruth [10] proposed a novel spectral method by discretizing the

Unfortunately, these mentioned models are assumed that the volatility is constant. This is different from the well-known facts of empirical researches such as volatility smile or smirk. To overcome these shortcomings, many researchers proposed stochastic volatility models, among which the popular models are raised by Stein and Stein [12], Heston [13]. But a large number of studies have shown that the square-root process setup of the Heston model does not perform well in applications and cannot describe some of the stylized facts observed from the financial time series. For the past few years, the generalized autoregressive conditional heteroskedasticity (GARCH) model proposed by Nelson [14] has attracted extensive attention. Christoffersen P.e t al. [15] and Chourdakis and Dotis [16] further studied the GARCH model and found that the GARCH model describes the features of observations from the option markets much better than other stochastic volatility models, including the Heston model. In addition, Huang et al. [17] reached the same conclusion after their empirical study on Shanghai Stock Exchange (SSE) 50 ETF option.

In this paper, we focus on the valuation of discretely monitored barrier options under the GARCH volatility and double exponential jump. Since there is no analytical formula for the characteristic function of the underlying asset log-price, a perturbation method is applied to derive an analytical approximation of the characteristic function for the log-price of the underlying asset. Moreover, we obtain an approximate price for the discretely monitored barrier option using the Fourier-cosine method proposed by Fang and Oosterlee [18]. Fourier-cosine method, as an alternative to the fast Fourier transform, was firstly proposed by Fang and Oosterlee. It can improve the speed of pricing and achieve an exponential convergence rate for European options. This method has been widely used in option pricing, such as Fang and Oosterlee [19, 20], Zhang and Geng [21], and Li and Zhang et al. [11]. Finally, some numerical simulations and sensitivity analysis are proposed to explain our results, and some economic implications of these results are discussed to demonstrate some interesting phenomena.

An outline of this paper is as follows. Section 2 sets up an option pricing model based on the GARCH volatility and double exponential jump. The approximation of the characteristic function for the underlying asset log-asset price is derived. And an approximate price for discretely monitored barrier option is also derived in Section 3. Some numerical examples and sensitivity analysis are provided to explain our results in Section 4. We conclude the paper in Section 5.

2. Model Specification

Let \( \{\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{0 \leq t \leq T}, Q\} \) be a complete probability space with a filtration continuous on the right line, where \( Q \) is a risk-neutral probability. The price process of the underlying asset \( S_t \), and the process of the volatility \( \nu_t \) are specified under the risk-neutral measure \( Q \) as follows:

\[
\frac{dS_t}{S_t} = (r - \lambda m)dt + \sqrt{\nu_t}dW_{s,t} + \left(e^q - 1\right)dN, \quad (1)
\]

\[
d\nu_t = k(\theta - \nu_t)dt + \sigma \nu_t \left( \rho dW_{s,t} + \sqrt{1 - \rho^2} dW_{v,t} \right), \quad (2)
\]

where \( \text{Cov}(dW_{s,t}, dW_{v,t}) = \rho dt \). And \( k, \theta, \sigma \) mean the speeds of the mean reversion, long-run volatility, and instantaneous volatility of the process \( \nu_t \), respectively. \( N \) is a Poisson process with constant intensity \( \lambda \), \( m = E^Q(e^q - 1) \). Jump size \( J \) is a random variable and follows an asymmetric double exponential distribution with the density

\[
f(J) = p\eta_1e^{-\eta_1 J}1_{[J \leq 0]} + q\eta_2e^{\eta_2 J}1_{(J < 0)}, \quad \eta_1 > 1, \eta_2 > 0, \quad (3)
\]

where \( p, q \leq 1, p + q = 1 \) are probability of up-move jump and probability of down-move jump, respectively. So we can obtain that \( m = p\eta_1/\eta_1 - 1 + q\eta_2/\eta_2 + 1 - 1 \).

Let \( x_t = \ln S_t/K \). We can transform the equations (1) and (2) into the following equations (4) and (5), respectively:

\[
dx_t = \left(r - \lambda m - \frac{\nu_t}{2}\right)dt + \sqrt{\nu_t}dW_{s,t} + JdN, \quad (4)
\]

\[
d\nu_t = k(\theta - \nu_t)dt + \sigma \nu_t \left( \rho dW_{s,t} + \sqrt{1 - \rho^2} dW_{v,t} \right). \quad (5)
\]

3. Valuation of Discretely Monitored Barrier Options

In this section, we derived the approximate characteristic function of the underlying log-asset price. Then we obtain the approximate prices of discretely monitored barrier options via the Fourier-cosine method based on the proposed model.

3.1. Derivation of Approximate Characteristic Function

Following Caldana and Fusai [22], the characteristic function of \( x_T \) under the risk-neutral \( Q \) is defined by

\[
\Phi(x, \nu; \tau; u) = E^Q\left[ e^{iu x_T} | x_\tau = q x, \nu_\tau = 7 \nu \right], \quad (6)
\]

where \( T \geq \tau, \tau = T - t, i = \sqrt{-1} \). Then we can obtain the following theorem.
Theorem 1. Given that the underlying asset price follows the
dynamics in equations (1) and (2). The approximate char-
acteristic function for \( x_t \) is given by
\[
\Phi(x, v, t; u) = \exp (iux + A(u, t)v + B(u, t)),
\]
where
\[
A(u, t) = \alpha_0 - \beta_2 + \beta_1 e^{-\alpha t},
\]
\[
B(u, t) = -\frac{1}{2} \theta A(t, u)
\]
\[\begin{align*}
\alpha_0 &= -\frac{1}{2} (iu + u^2), \\
\alpha_1 &= \frac{3}{2} \theta \sigma \rho u - k, \\
\alpha_2 &= \sigma^2 \theta, \\
\beta_1 &= \frac{\alpha_1 + \alpha}{2}, \\
\beta_2 &= \frac{\alpha_1 - \alpha}{2}, \\
\alpha &= \sqrt{\frac{\alpha_1^2}{4} - 4\alpha_0 \alpha_2}, \\
\alpha_3 &= \frac{1}{2} \theta k + \frac{1}{4} \sigma^2 \rho u \theta^{3/2}.
\end{align*}\]

Proof. By Feynman–Kac theorem, \( \Phi(x, v, t; u) \) satisfies the
following PIDE:
\[
-\frac{\partial \Phi}{\partial t} + \left( r - \frac{1}{2} v - \lambda m \right) \frac{\partial \Phi}{\partial x} + \frac{1}{2} v^2 \frac{\partial^2 \Phi}{\partial x^2} \\
+ k(\theta - v) \frac{\partial \Phi}{\partial v} + \frac{1}{2} \sigma^2 v^2 \frac{\partial^2 \Phi}{\partial v^2} \\
+ \frac{\partial^2 \Phi}{\partial x \partial v} v^{3/2} \sigma \rho + \lambda \int_{-\infty}^{\infty} [\Phi(x + j) - \Phi(x)] f(j) dJ = 0.
\]

The boundary condition for equation (9) is given by
\[
\Phi(x, v, 0; u) = e^{iux}.
\]

Notice that the integral term in equation (9),
\[
\int_{-\infty}^{\infty} [\Phi(x + j) - \Phi(x)] f(j) dJ
\]
\[
= \int_{-\infty}^{\infty} \left[ E^Q[e^{iu(x+j)}] - E^Q[e^{iu x}] \right] f(j) dJ
\]
\[
= \int_{-\infty}^{\infty} E^Q[e^{iu(x+j)}(e^{iu \eta} - 1)] f(j) dJ
\]
\[
= E^Q\left[ e^{iu x} \right] E^Q\left[ e^{iu \eta} - 1 \right] f(j) dJ
\]
\[
= \Phi(x, v, t; u) \Lambda(u),
\]
where \( \Lambda(u) = \rho \eta_1 - iu + q \eta_2 + iu - 1 \). Equation (9) is
very difficult to solve since it is a nonlinear PDE. So we first
linearize it approximately. The idea is to approximate \( v^{3/2} \), \( v^2 \)
in the PIDE using Taylor expansions around the long-run
mean of variance as follows:
\[
v^2 \approx 2 \theta v - \theta^2,
\]
\[
v^{3/2} \approx \frac{3}{2} \theta^{1/2} v - \frac{1}{2} \theta^{3/2}.
\]

Substituting equations (11)–(13) into the PDE in
equation (9), we have
\[
-\frac{\partial \Phi}{\partial t} + \left( r - \frac{1}{2} v - \lambda m \right) \frac{\partial \Phi}{\partial x} + \frac{1}{2} v^2 \frac{\partial^2 \Phi}{\partial x^2} \\
+ k(\theta - v) \frac{\partial \Phi}{\partial v} + \frac{1}{2} \sigma^2 (2v - \theta^2) \frac{\partial^2 \Phi}{\partial v^2} \\
+ \frac{\partial^2 \Phi}{\partial x \partial v} \left( \frac{3}{2} \theta^{1/2} v - \frac{1}{2} \theta^{3/2} \right) \sigma \rho + \lambda \Phi(x, v, t; u) \Lambda(u) = 0.
\]

According to Duffie et al. [23], this PDE has an exponen-
tial-affine solution of the form
\[
\Phi(x, v, t; u) = \exp (iux + A(u, t)v + B(u, t)v),
\]
with the boundary conditions
\[
A(u, 0) = B(u, 0) = 0.
\]

Substituting equation (15) into equation (14) yields
\[
-\left( \frac{\partial A}{\partial t} + \frac{\partial B}{\partial t} \right) + \left( r - \lambda m - \frac{v}{2} \right) iu + \frac{1}{2} v^2 (iu)^2 \\
+ k(\theta - v) A + \frac{\sigma^2}{2} (2v - \theta^2) A^2 \\
+ \left( \frac{3}{2} \theta^{1/2} v - \frac{1}{2} \theta^{3/2} \right) \sigma \rho i u A + \lambda \Lambda(u) = 0.
\]

By matching coefficients, we can derive the following two
ordinary differential equations (ODEs):
\[
\frac{\partial A}{\partial \tau} = \sigma^2 \theta A^2 + \left(\frac{3}{2} \frac{\partial^2}{\partial u^2} \alpha i u - k\right) A - \frac{1}{2} \left(i u + u^2\right),
\]
\[
\frac{\partial B}{\partial \tau} = (r - \lambda m) i u + k \theta A - \frac{1}{2} \sigma^2 \theta^2 A^2 - \frac{1}{2} \sigma \rho \theta^{3/2} i u A + \lambda \Lambda (u).
\]

Since the ODE (18) is a Riccati equation, its general solution is
\[
A(u, \tau) = \alpha_0 \left(1 - e^{-\alpha_1 \tau}\right),
\]
\[
B(u, \tau) = \alpha_1 \left(1 - e^{-\alpha_1 \tau}\right) + \frac{\beta_1}{\alpha_1} \left(1 - e^{-\alpha_2 \tau}\right) + \beta_2 \frac{\alpha_1 - \alpha_2}{\alpha_1}
\]
\[
\alpha = \sqrt{\alpha_1^2 - 4 \alpha_0 \alpha_2}.
\]

Multiplying \(\theta/2\) on both sides of equation (18), and substituting it into equation (19), we can obtain:
\[
\frac{\partial B}{\partial \tau} = (r - \lambda m) i u + \left(\frac{1}{2} \theta k + \frac{1}{4} \sigma i u \theta^{3/2}\right) A
\]
\[
- \frac{1}{2} \theta \frac{\partial A}{\partial \tau} - \frac{1}{2} \theta \frac{\partial A}{\partial u} + \lambda \Lambda (u).
\]
Integrating on both sides of the above equation, we have the following result:
\[
B(\tau, u) = -\frac{1}{2} \theta A(\tau, u) - \frac{\alpha_1}{\alpha_2} \left[\beta_1 \tau + \ln \left(\frac{\beta_2 + \beta_1 e^{-\alpha_1 \tau}}{\alpha}\right)\right]
\]
\[
+ \left((r - \lambda m) i u + \lambda \Lambda (u)\right) \tau - \frac{1}{4} \theta \left(i u + u^2\right) \tau,
\]
where
\[
\alpha_3 = \frac{1}{2} \theta k + \frac{1}{4} \sigma i u \theta^{3/2}.
\]
This finished the proof of Theorem 1. □

Remark 1. Once that the analytic expression of the characteristic function has been obtained, the cumulant of \(\ln S_T\) can be computed, which will be used in the truncation of the computational domain of option pricing. Following Fang and Oosterlee [18], the \(n\)-th cumulant of \(\ln S_T\) is given by
\[
c_n = \frac{1}{\mu} \frac{\partial^n (\ln \Phi(u))}{\partial u^n} |_{u=0}.
\]

3.2. Valuation of Discretely Monitored Barrier Options. It is well known that according to whether the underlying asset price needs to pass or to avoid a certain barrier level to receive a payoff and whether it has the barrier above or below the initial underlying asset price, barrier options can be classified into four cases, i.e., up-and-out option, up-and-in option, down-and-out option, down-and-in option. Without loss of generality, we take knock-out options as an example to illustrate the derivation of pricing formulas of barrier option in this section. The payoff functions are shown in Table 1 for different discretely monitored knock-out barrier options with strike \(K\), barrier level \(H\), and maturity \(T\).

Let \(x_1 = \ln \left(S_{t_m} / K\right)\) and \(y = \ln \left(S_{t_m} / K\right), m = M, M - 1, \ldots, 2\). Then the prices of discretely knock-up-and-out and down-and-out barrier option, i.e., \(v_{OU}\) and \(v_{OD}\), can be expressed as the following recursive formulas:
\[
v_{OU} (x, t_m) = \left\{\begin{array}{ll}
c(x, t_m), & x < h, \\
e^{-r (T - t_m)} R_b, & x \geq h,
\end{array}\right.
\]
\[
v_{OD} (x, t_m) = \left\{\begin{array}{ll}
c(x, t_m), & x \leq h, \\
e^{-r (T - t_m)} R_b, & x > h,
\end{array}\right.
\]
where
\[
c(x, t_m) = e^{-r M} \int_R v(y, t_m) f(y|x) dy,
\]
with
\[
v(x, t_0) = e^{-r M} \int_R v(y, t_1) f(y|x) dy,
\]
where \(h = \ln H / K\), \(K\) is the strike price, \(T\) is the maturity, \(M\) is the monitoring date and \(H\) is the barrier level, \(R_b\) is a rebate, \(r\) denotes the risk-free interest rate; \(v(x, t)\) and \(c(x, t)\) are the option value and continuation value at time \(t\), respectively; \(f(y|x)\) is the probability density of \(y\) given \(x\) under the risk-neutral measure \(Q\).

Usually, the probability density function \(f(y|x)\) is unknown. Fortunately, Fang and Oosterlee [18] proposed an approximation of the probability density function with a truncated region \([a, b]\) as follows:
\[
f(y|x) = \frac{2}{b - a} \sum_{k=0}^{N-1} \text{Re} \left\{\Phi \left(\frac{k \pi}{b - a}\right) e^{i k \pi (x - a)/(b - a)}\right\} \cos \left(k \pi \frac{y - a}{b - a}\right),
\]
where \(\sum'\) means the summation whose first term is multiplied by \(1/2\), \(\text{Re} \{\cdot\}\) denotes taking the real part of a complex number. And \(\Phi (u)\) is the conditional characteristic function of probability density function \(f(y|x)\).
Replacing the $f(y|x)$ in equation (26) with its approximation equation (29) and interchanging summation and integration, the approximation of the continuation value $c(x; t_{m-1})$ can be obtained:

$$
\hat{c}(x, t_{m-1}) = e^{-\gamma t_m} \frac{2}{b-a} \sum_{k=0}^{N-1} \mathfrak{R}^t \left\{ \Phi \left( \frac{k\pi}{b-a} \right) e^{k\pi(x-a)+b} \right\} V_k(t_m),
$$

(31)

where

$$
V_k(t_m) = \frac{2}{b-a} \int_a^b \nu(y, t_m) \cos \left( \frac{k\pi y - a}{b-a} \right) dy.
$$

(32)

We know that barrier options are equivalent to European options at time $t \in [t_0, t_1]$. So the price of the discrete barrier option at initial time $t_0$ can be approximated as

$$
\nu(x, t_0) = e^{-\gamma t_0} \sum_{k=0}^{N-1} \mathfrak{R}^t \left\{ \Phi \left( \frac{k\pi}{b-a} \right) e^{k\pi(x-a)+b} \right\} V_k(t_1).
$$

(33)

Now the key point is to obtain the coefficient $V_k(t_m), m = M, M-1, \ldots, 1$. For the convenience of later description, we denote:

$$
\chi_k(x_1, x_2) = \int_{x_1}^{x_2} e^x \cos \left( \frac{k\pi x - a}{b-a} \right) dx
$$

$$
= \frac{1}{1 + (k\pi b - a)^2} \left[ \cos \left( \frac{k\pi x_2 - a}{b-a} \right) e^{x_2} - \cos \left( \frac{k\pi x_1 - a}{b-a} \right) e^{x_1} + k\pi \sin \left( \frac{k\pi x_2 - a}{b-a} \right) e^{x_2} - k\pi \sin \left( \frac{k\pi x_1 - a}{b-a} \right) e^{x_1} \right].
$$

(34)

$$
\psi_k(x_1, x_2) = \int_{x_1}^{x_2} \cos \left( \frac{k\pi x - a}{b-a} \right) dx
$$

$$
= \left\{ \begin{array}{ll}
\frac{b-a}{k\pi} \left[ \sin \left( \frac{k\pi x_2 - a}{b-a} \right) - \sin \left( \frac{k\pi x_1 - a}{b-a} \right) \right], & k \neq 0, \\
x_2 - x_1, & k = 0.
\end{array} \right.
$$

When $m = M$, if $h < 0$, we have the following results:

$$
V_k(t_M) = \left\{ \begin{array}{ll}
\frac{2}{b-a} Rb \chi_k(h, b), & \text{for up – and – out call,} \\
\frac{2}{b-a} \left[ Rb \chi_k(a, h) + K \chi_k(0, b) - K \psi_k(0, b) \right], & \text{for down – and – out call,} \\
\frac{2}{b-a} \left[ K \psi_k(a, h) - K \chi_k(a, h) + Rb \chi_k(h, b) \right], & \text{for up – and – out put,} \\
\frac{2}{b-a} \left[ Rb \psi_k(a, h) + K \psi_k(h, 0) - K \chi_k(h, 0) \right], & \text{for down – and – out put.}
\end{array} \right.
$$

(35)

If $h \geq 0$, then we can obtain the following result:
\[
V_k(t_m) = \begin{cases} 
\frac{2}{b-a} \left[ K\chi_k(0,h) - K\psi_k(0,h) + Rb\psi_k(h,b) \right], & \text{for up - and - out call,} \\
\frac{2}{b-a} \left[ Rb\psi_k(a,h) + K\chi_k(h,b) - K\psi_k(h,b) \right], & \text{for down - and - out call,} \\
\frac{2}{b-a} \left[ K\psi_k(a,0) - K\chi_k(a,0) + Rb\psi_k(h,b) \right], & \text{for up - and - out put,} \\
\frac{2}{b-a} Rb\psi_k(a,h), & \text{for down - and - out put.}
\end{cases}
\]

For \( m = M - 1, M - 2, \ldots, 1 \), we have the following theorem.

**Theorem 2.** For the up-and-out option and down-and-out option, the recurrent coefficients \( V_k(t_m) \) can be approximately expressed as follows:

\[
\tilde{V}_k(t_m) = \begin{cases} 
\tilde{C}_k(a,h,t_m) + e^{-r(T-t_m)}Rb\frac{2}{b-a}\psi_k(h,b), & \text{up - and - out,} \\
e^{-r(T-t_m)}Rb\frac{2}{b-a}\psi_k(a,h) + \tilde{C}_k(h,b,t_m), & \text{down - and - out,}
\end{cases}
\]

where \( \tilde{C}_k(x_1,x_2,t_m) \) can be approximately calculated by:

\[
\tilde{C}_k(x_1,x_2,t_m) = e^{-\frac{\pi t}{m}} \Re \left\{ \sum_{j=0}^{N-1} \Phi \left( \frac{j\pi}{b-a} \right) \tilde{V}_j(t_{m+1}) M_{kj}(x_1,x_2) \right\},
\]

with

\[
M_{kj}(x_1,x_2) = \frac{2}{b-a} \int_{x_1}^{x_2} e^{j\pi(x-a(b-a))} \cos\left( k\frac{x-a}{b-a} \right) dx.
\]

\[
V_k(t_m) = \frac{2}{b-a} \int_{a}^{h} v(y,t_m) \cos\left( k\frac{y-a}{b-a} \right) dy
\]

\[
= \frac{2}{b-a} \int_{a}^{h} v(y,t_m) \cos\left( k\frac{y-a}{b-a} \right) dy + \frac{2}{b-a} \int_{h}^{b} v(y,t_m) \cos\left( k\frac{y-a}{b-a} \right) dy
\]

\[
= \frac{2}{b-a} \int_{a}^{b} v(y,t_m) \cos\left( k\frac{y-a}{b-a} \right) dy + \frac{2}{b-a} \int_{h}^{b} e^{-r(T-t_m)}Rb \cos\left( k\frac{y-a}{b-a} \right) dy
\]

\[
= C_k(a,h,t_m) + e^{-r(T-t_m)}Rb\frac{2}{b-a}\psi_k(h,b),
\]

On the other hand, \( c(y,t_m) \) can be approximated by \( \tilde{c}(x,t_m) \), where

\[
\tilde{c}(x,t_m) = e^{-r\Delta} \sum_{k=0}^{N-1} \Re \left\{ \Phi \left( \frac{k\pi}{b-a} \right) \exp\left( ik\pi(x-a(b-a)) \right) \right\} V_k(t_{m+1}).
\]
Table 2: Parameter values for the numerical experiments.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( r )</th>
<th>( \lambda )</th>
<th>( k )</th>
<th>( \theta )</th>
<th>( \sigma )</th>
<th>( p )</th>
<th>( \eta_1 )</th>
<th>( T )</th>
<th>( S_0 )</th>
<th>( \rho )</th>
<th>( \nu_0 )</th>
<th>( H )</th>
<th>( Rb )</th>
<th>( \eta_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.05</td>
<td>3</td>
<td>5</td>
<td>0.2</td>
<td>0.7</td>
<td>0.3</td>
<td>10</td>
<td>1</td>
<td>100</td>
<td>-0.5</td>
<td>0.2</td>
<td>120</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3: Comparisons of the CPU time and accuracy for Fourier-cosine method (FC method) and the Monte Carlo simulation (MC Simulation) for pricing discrete up-and-out call barrier options.

<table>
<thead>
<tr>
<th>( M )</th>
<th>( K )</th>
<th>FC method</th>
<th>MC simulation</th>
<th>Abs R.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>100</td>
<td>110</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.142</td>
<td>110.952</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>90</td>
<td>100</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.5709</td>
<td>3.6003</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.0630</td>
<td>3.0909</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.8221</td>
<td>2.5083</td>
<td>1.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2721</td>
<td>144.136</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>90</td>
<td>100</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.5815</td>
<td>3.6216</td>
<td>1.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.2239</td>
<td>3.2511</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.0713</td>
<td>3.0892</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.492</td>
<td>197.555</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>90</td>
<td>100</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.6075</td>
<td>3.6373</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.3168</td>
<td>3.3343</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.2021</td>
<td>3.2109</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.013</td>
<td>324.363</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Comparisons of the CPU time and accuracy for Fourier-cosine method (FC method) and the Monte Carlo simulation (MC Simulation) for pricing discrete up-and-out put barrier options.

<table>
<thead>
<tr>
<th>( M )</th>
<th>( K )</th>
<th>FC method</th>
<th>MC simulation</th>
<th>Abs R.E. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>100</td>
<td>110</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15.3051</td>
<td>15.2912</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19.2988</td>
<td>19.2349</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23.6405</td>
<td>23.5468</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.219</td>
<td>237.383</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>90</td>
<td>100</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.3355</td>
<td>14.2995</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17.7990</td>
<td>17.7157</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>21.5291</td>
<td>21.4019</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.066</td>
<td>289.999</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>90</td>
<td>100</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>13.8651</td>
<td>13.8281</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17.0935</td>
<td>17.0050</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20.5499</td>
<td>20.4138</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.099</td>
<td>136.546</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>90</td>
<td>100</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>13.5387</td>
<td>13.5097</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16.6115</td>
<td>16.5350</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19.8893</td>
<td>19.7695</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.383</td>
<td>155.311</td>
<td></td>
</tr>
<tr>
<td>252</td>
<td>90</td>
<td>100</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>13.0696</td>
<td>13.0470</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15.9276</td>
<td>15.8641</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18.9614</td>
<td>18.8627</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.170</td>
<td>113.495</td>
<td></td>
</tr>
</tbody>
</table>

Substituting the above equation into \( C_k(a, h, t_m) \), we can obtain \( \tilde{C}_k(a, h, t_m) \) as follows: which is the approximate value of \( C_k(a, h, t_m) \):

\[
\tilde{C}_k(a, h, t_m) = \frac{2}{b-a} \int_a^b \tilde{c}(y, t_m) \cos\left(\frac{k\pi}{b-a}y\right) dy
\]

where

\[
\mathcal{M}_{k,j}(a, h) := \frac{2}{b-a} \int_a^b e^{ij \pi (x-a/b-a)} \cos\left(\frac{k\pi x}{b-a}\right) dx
\]

Hence, \( V_k(t_m) \) can be recovered from \( V_k(t_{m+1}) \). Finally, we substitute the approximation \( \tilde{V}_k(t_1) \) into equation (28) to calculate the option price \( \tilde{v}(x, t_0) \).

4. Numerical Analysis

4.1. Comparison of the Approximate Solutions against Monte Carlo Simulations.

In this section, some numerical examples are performed to show the performance of the Fourier-cosine method for pricing discrete barrier options against its alternative competitor, the Monte Carlo simulation, as a benchmark. We perform numerical examples on the discretely monitored up-and-out call and put barrier options. Following Fang and Oosterlee [19], the integration interval \([a, b]\) is chosen as follows:

\[
[a, b] = \left[ c_1 + a_0 - L \sqrt{\frac{c_2}{c_4}}, c_1 + a_0 + L \sqrt{\frac{c_2}{c_4}} \right]
\]

with \( a_0 = \ln S_0, L = 10 \) and \( c_i \) is the \( i \)-th cumulant of \( \ln S_p \).

For Monte Carlo method, we use 100,000 numbers of simulations, 200 numbers of time steps. Let \( N = 2^{10} \) for Fourier-cosine method. The parameter values are listed in Table 2 for all our numerical examples. The computer used in the experiments equips an Intel Core i3 CPU with a 2.53 GHz processor. And all of our numerical examples were performed using Matlab 2016a.

Our numerical results show that the Fourier-cosine method is fast and accurate for pricing discrete up-and-out barrier options. The absolute relative error (Abs R.E.) and CPU time information, comparing the Fourier-cosine method and the Monte Carlo simulation, are presented in Tables 3 and 4 for pricing discrete up-and-out call and put barrier options. Tables 3 and 4 also compares relative errors between the Fourier-cosine method and the Monte Carlo simulation for pricing discrete up-and-out call and put barrier options and they show that the Fourier-cosine method is significantly faster than Monte Carlo simulation. Furthermore, Tables 3 and 4 compare the pricing accuracy between the two methods across a range of strike prices, and
the relative percentage of price differences of Fourier-cosine method are all less than 1.6%. Therefore, numerical results show that the Fourier-cosine method is accurate and effective.

4.2. Sensitivity Analysis of the Model Parameters. In this section, we will evaluate the impact of parameters on pricing discretely monitored up-and-out call barrier options. We mainly study the effects of the following parameters on the price of discretely monitored up-and-out call barrier options: (i) the jump intensity $\lambda$, (ii) the long-run mean level $\theta$, (iii) the reciprocal of the mean for the positive jumps $\eta_1$, and (iv) the reciprocal of the mean for the negative jumps $\eta_2$.

Figures 1 and 2 show the variation trend of the price of discrete up-and-out call barrier option with respect to the jump intensity $\lambda$ and the long-run mean level $\theta$, respectively. As shown in Figure 1, a higher jump intensity $\lambda$ induces a lower price of discrete up-and-out call barrier option. The explanation for this phenomenon is that it makes the underlying asset price process more variable as the jump intensity $\lambda$ increases. So it makes the underlying asset price more likely to cross the barrier level $H$ at the monitoring dates. Therefore, the price of discrete up-and-
out call barrier option is a decreasing function of the jump intensity $\lambda$. The implication of Figure 2 can be expressed in the similar way.

Figures 3 and 4 illustrate the effects of the reciprocal of the mean for the positive jumps $\eta_1$, and the negative jumps $\eta_2$ on the price of discrete knock up-out call barrier option. We can see that the price of discrete knock up-out call barrier option increases with respect to the parameters $\eta_1$ and $\eta_2$, respectively. The reason is that the probability density function of the underlying log-asset price becomes more leptokurtosis and heavy tails when the parameters $\eta_1$ and $\eta_2$ increase.

5. Conclusion

This paper proposed an efficient method for the valuating the discrete barrier options when the underlying asset price process is governed by the GARCH volatility and double exponential jump. We utilized Taylor expansion method to derive an analytical approximation of the characteristic function for the underlying log-asset price. Based on Fourier-cosine method, a quasianalytical approximate formula of the price of the discrete barrier is obtained. The Fourier-cosine method is fast and efficient for pricing discrete barrier options compared with Monte Carlo simulation. Finally, the sensitivities of some parameters in the model are provided to explain our results.
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