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With the rapid development of the Internet, the online advertising market has become larger and larger. Online advertisers often
execute their advertising strategies based on the effect of online advertisements, so it is necessary to evaluate the advertising effect
because it determines whether advertisers can display effective advertisements continually and remove ineffective advertisements
timely. In practical scenarios, the quantity of ineffective online advertisements is always larger than that of effective online
advertisements. The imbalanced distribution of them will bring serious bias to the evaluation models. We propose an improved
undersampling method based on clustering (termed UBOC) to overcome the data imbalance. It can balance the advertising data
into a more suitable data distribution. In addition, we adopt a new evaluation index for the effect evaluation of online ad-
vertisements based on C5.0 decision tree. Experimental results indicate the excellent performance of UBOC and the practical
application of evaluation index for online advertisements. They can provide an effective evaluation of online advertisements and
achieve the early removal of ineffective advertisements for advertisers, which will greatly increase the revenue brought

by advertisements.

1. Introduction

Online advertising is an advertisement form which interacts
with users through the Internet. With the rapid development
of e-commerce, online advertising market has become larger
and larger. Online advertising has become not only the main
media for advertisers to promote products or services but
also the way for many portals and long-tailed websites to
make profits. It gradually reflects its distinct advantages of
significant efficiency, instant interaction, and low cost.

In the study of online advertising, current literature
focuses on two major research topics: how to effectively
preprocess data and accurately evaluate effect of online
advertisements. On the one hand, data preprocessing can
eliminate the negative impacts on data model caused by the
data problems of online advertisements. On the other hand,
effect evaluation can further improve the commercial value
brought by online advertisements. However, there are some
crucial problems that need to be further studied in the actual
business application. The problems can be summarized in

two aspects as follows: data imbalance and optimization of
effect evaluation.

L.1. Data Imbalance of Online Advertisements. Usually, most
online advertising companies will divide each online ad-
vertisement into effective or ineffective one according to its
economic profits. It always finds that the dataset made up of
these advertisements is imbalanced because it contains a
large proportion of ineffective advertisements and a small
proportion of effective advertisements. It also means that the
data distribution of online advertisements is imbalanced.
The phenomenon of data imbalance also appears in many
application scenarios [1], such as Internet personal credit
evaluation [2], telecom customer churn prediction [3], and
network bank fraud detection [4]. It will make the prediction
model more partial to the data with a larger proportion,
which directly causes poor performance. From the current
study on data preprocessing of online advertisements, there
are few literatures dealing with data imbalance to improve
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the model performance. Therefore, it is necessary for ad-
vertising data to overcome the data imbalance during data
preprocessing.

1.2. Optimization of Effect Evaluation on Online
Advertisements. When optimizing the effect evaluation on
online advertisements, there are two concepts that need to be
considered: the cost difference that exists in different eval-
uation results and the evaluation index that reflects the effect
of evaluation model. On the one hand, the cost difference in
different advertisements will lead to the biased evaluation.
The profit loss of removing the effective advertisements is
much higher than displaying the ineffective advertisements.
Accordingly, the cost of predicting effective advertisements
as ineffective ones will be much higher. Advertisers expect to
avoid the aforementioned situation. On the other hand,
most previous evaluation indexes lack consideration of
application scenario. An evaluation index available for
online advertisements needs to be proposed in order to meet
the actual requirements of e-commerce enterprises.

According to the above discussions, this paper focuses
on resolving the data imbalance of online advertisements
and then presents a practical evaluation index to reflect the
effect of evaluation model. The main contributions can be
described as follows. (1) For the data preprocessing, we
propose an improved method of undersampling based on
clustering (UBOC). It can balance the data distribution
according to the data features. The comparison experiments
on UBOC and other resampling methods demonstrate that
UBOC can significantly improve the prediction performance
of the evaluation model. (2) For the application scenario, we
propose an evaluation index available for the evaluation
model of online advertisements. Our study regards the
evaluation of online advertisements as a binary classification
based on the log data of online advertisements. The mis-
classification cost is combined into the evaluation model in
order to fulfill the requirements of advertisers.

The rest of the paper is organized as follows. Section 2
discusses related work. Section 3 provides the research
methodology of our study. Section 4 describes the feature
selection, resampling methods, and prediction models.
Section 5 performs comparison experiments to demonstrate
effectiveness of our methodology. Section 6 gives suggestions
and conclusions.

2. Related Work

From the view of current research, most studies on online
advertisements cover various applications, including the
construction of effect prediction model of online adver-
tisements [5, 6], the factor analysis affecting the online
advertising effect [7, 8], and the establishment of complete
evaluation system for online advertisements [9, 10]. Through
the collection of these studies, it can be found that they
mainly deal with the advertising data characteristics of high
dimension and sparsity, instead of multidimension and
imbalance. In other words, they ignore that advertising data
also contain feature information from different dimensions
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and show an imbalanced distribution. At the same time, they
adopt several evaluation models to evaluate the real effect of
online advertisements. Although there are some literatures
on the practical application at enterprise level [11-13], they
rarely solve the problem of data imbalance of online ad-
vertisements and they rarely put forward a suitable evalu-
ation index for the evaluation model. However, balancing
the data distribution is the key step in data preprocessing
and outputting the evaluation index is the key to evaluate the
model performance. Therefore, we systemize the related
works from the following aspects: data preprocessing
method and effect evaluation model.

2.1. Data Preprocessing Method of Online Advertisements.
In the procedure of data preprocessing, feature and data will
be processed to obtain a valuable dataset. Usually, it is
necessary to select the appropriate features at first and then
filter out the useless data items. Our study mainly solves the
imbalanced distribution of advertising data. For the feature
selection, we consider the feature information from diverse
sources and divide features into three types of online
advertisements.

According to current literatures, many research studies
have paid attention to the high dimension and sparsity of
advertising data during data preprocessing [14-19]. Tu et al.
[14] proposed the factor model (AdRec) based on joint
probability matrix decomposition. They solved the problem
of data sparsity by combining the information of users,
advertisements, and web pages. Li et al. [15] constructed an
advertising prediction model based on feature selection
method of LASSO, which effectively overcame the obstacles
of high dimension and sparse data processing. Shen et al.
[16] proposed a sparse feature learning method for adver-
tising data. It made full use of deep learning technology to
study the nonlinear correlation and used tensor decom-
position to achieve feature dimensionality reduction. The
aforementioned methods have made great progress on
solving the problems of high dimension and sparsity of
online advertising data. However, the data problems of
multidimension and imbalance are usually neglected.

Selection of multidimensional features plays an im-
portant role in feature selection. The key of feature selection
is to find the most valuable features and delete other features
with low correlation [20]. In fact, it neglects that feature
selection needs not only high correlation but also diversi-
fication. At present, there are many literatures on the issue of
multidimensional features in practical application [21-24].
Simultaneously, it is confirmed that the factors affecting
advertising effect originate from diverse dimensions [25, 26],
including the features of advertisements, users, and media
platforms. Therefore, the features from different influence
factors need to be selected when preprocessing the data of
online advertisements.

In the real-world online advertising data, there is a
phenomenon of imbalanced distribution over effective and
ineffective advertisements [27]. The imbalance causes the
problem that the general prediction models mainly em-
phasize information of majority class. Therefore, the
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prediction performance of imbalanced data is usually biased.
At present, the solutions for the imbalanced problem include
resampling and cost-sensitive learning [28]. Resampling is
more often to be adopted by academia in the practical
applications [29-31]. It changes the sample distribution of
the original dataset. Resampling is usually divided into the
random method and heuristic method. Random methods
copy or delete samples randomly while heuristic methods
adopt the particular rules to generate new samples [32].
Cost-sensitive learning is used to distinguish the misclas-
sification costs of samples of majority and minority classes.
Although the cost-sensitive learning method seems simple
and intuitive, it is difficult to define an appropriate cost-loss
function in specific application [33].

Therefore, the effectiveness of the aforementioned
methods needs to be verified in the field of online adver-
tising. In this paper, we have done the following work in data
preprocessing of online advertisements. For the processing
of feature, in order to reduce the complexity of algorithms,
we use the feature selection based on filtering to filter out
features which are not related to the target classification. In
addition, we also divide the selected features into three types
according to data sources, thus making up for the defect that
the traditional features of single type are not strong ex-
planatory. For the strategy of resampling, we perform
comparison analysis on three random resampling methods
(random oversampling, random undersampling, and com-
bined sampling) and two heuristic resampling methods
(synthetic minority oversampling technique and random
oversampling examples). In addition, we also propose an
improved undersampling method based on the clustering
method to output a sensible data distribution.

2.2. Effect Evaluation Method of Online Advertisements.
In the current field of machine learning, there are many
research studies on evaluating the advertising effect based on
historical data. Richardson et al. [34] used the logistic re-
gression model to perform the click-through rate prediction.
Chapelle et al. [35] used dynamic Bayesian neural network to
predict the click-through rate of advertisements, aiming at
providing an unbiased estimation of the relevance of click
logs for advertisements. Dave et al. [36] used the decision
tree based on gradient descent algorithm to predict the click-
through rate of advertisements, which significantly improves
search engine ranking. It can be seen that many machine
learning models have been used to evaluate the advertising
effect and improve the performance of the prediction model.
In addition, Chan et al. [37] showed that compared with
other methods, decision tree has excellent learning efficiency
and explanatory ability. According to the above discussions,
we select decision tree as the evaluation model to evaluate
the effect of online advertisements.

In addition, the aforementioned methods neglect the
cost difference of different prediction situations. Some
sensible enterprises will begin to emphasize the misclassi-
fication cost of effective and ineffective advertisements. On
this foundation, based on the confusion matrix of decision
tree, we can calculate a new evaluation index that reflects the

cost of misclassification. It can be adjusted by setting dif-
ferent misclassification cost values to fulfill the needs of cost-
sensitive advertising strategies from enterprises.

3. Research Methodology

This paper focuses on the data imbalance of online adver-
tisements during data preprocessing and the effect evalua-
tion of evaluation model suitable for online advertisements.
The complete framework is shown in Figure 1.

3.1. Feature Selection. Feature selection is a process of
selecting the most effective features of a group of features to
realize the dimension reduction [20]. As a step of data
preprocessing, it can improve the prediction accuracy, ro-
bustness, and interpretability of our learning algorithm.
According to the combination ways of learners, feature
selection can be divided into four methods including filter,
wrapper, embedded, and ensemble methods [38]. As for the
online advertising data, they contain numerous and complex
features. Therefore, we adopt the feature selection based on
the filter method in this paper because of its high efficiency.
Furthermore, the selected features are interpreted as three
types such as advertising information, user information, and
media platform information, which can generate a set of
features that comprehensively reflect the advertising effect.

3.2. Resampling Method. The resampling method is very
critical because it solves the problem of data imbalance
effectively. It also can improve the model performance by
preventing the prediction model from emphasizing the
features of majority class much more than minority class.
Five common resampling methods (random oversampling,
synthetic minority oversampling technique, random over-
sampling examples, random undersampling, and combined
sampling) are considered for balancing advertising data in
our study. After analyzing advantages and disadvantages of
these five methods, we provide an improved undersampling
method based on clustering (UBOC).

3.3. Decision Tree Model. The decision tree model is widely
used in the task of binary classification. However, the cost of
different classifications may exhibit difference depending on
the actual situation. In online advertising, the cost of re-
moving the effective advertisements will be higher than that
of displaying the ineffective advertisements. Therefore, we
set the misclassification cost in the decision tree model to
build a cost-sensitive evaluation model, which can meet the
needs of advertisers.

3.4. Effect Evaluation. Based on the confusion matrix, we
propose an evaluation index for the evaluation model. It will
be more applicable to the online advertising in terms of
flexibility and interpretability. The evaluation model will
provide a prediction label based on the effect of each ad-
vertisement. The prediction results are usually presented in
the form of confusion matrix given by Table 1.
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TaBLE 1: The confusion matrix of effect evaluation of online advertisements.
Predicted
Actual

Ineffective advertisement

Effective advertisement

Ineffective advertisement
Effective advertisement

True positive (TP)
False positive (FP)

False negative (FN)
True negative (TN)

TP and TN are used to represent the numbers of inef-
fective advertisements which are predicted as ineffective
ones and effective advertisements which are predicted as
effective ones, respectively. FN and FP are used to represent
the numbers of ineffective advertisements which are pre-
dicted as effective ones and effective advertisements which
are predicted as ineffective ones, respectively. Since adver-
tisers are more concerned about the cases of correct pre-
diction of ineffective advertisements and incorrect
prediction of effective advertisements, we mainly consider
two evaluation indexes in our study: the true positive rate
(TPR) and the false positive rate (FPR). TPR and FPR are,
respectively, shown in equations (1) and (2).

TP

TPR=—— (D
TP + FN
FP
FPR=—— 2
FP + TN @

TPR represents the proportion of the correctly pre-
dicted ineffective advertisements in all actual ineffective
advertisements. FPR represents the proportion of in-
correctly predicted effective advertisements in all actual
effective advertisements. Advertisers expect to reduce
FPR as much as possible to avoid the loss of profits from
the incorrectly predicted effective advertisements. Fur-
thermore, in order to prevent the meaningless situation
in which all advertisements are predicted as effective
ones, TPR should be maintained at a certain high level at
the same time. Therefore, in order to maintain high TPR
and low FPR, we construct the ratio of true positive rate to
false positive rate (R) as the evaluation index for online
advertisements.

_ truepositiverate  TP/(TP + FN) TP (FP + TN)
~ false positiverate FP/(FP + TN)  FP (TP + FN)’

(3)

The index R is different from generalized traditional
evaluation indexes such as accuracy rate, F-measure, AUC,
and so on. The proposal of R is conducive to the cost-
sensitive strategies of advertisers. The detailed reasons for
adopting R are as follows:

(1) In the application scenario of online advertising,
enterprises expect that more ineffective advertise-
ments can be accurately identified and fewer effective
advertisements are misclassified as ineffective ones at
the same time. The expectation is reflected in the
values of TPR and FPR. For efficiency and simplicity,
we construct the evaluation index R by combining of
TPR and FPR.

(2) The evaluation index for online advertisements is
essentially to be constructed for all the relevant
departments of enterprise to understand the evalu-
ation results. Higher value of R indicates more in-
effective advertisements are predicted accurately
while fewer effective advertisements are mis-
classified. R is an explanatory evaluation index for
enterprises because it directly reflects the effect of
evaluation model and fulfills the demand of cost-
sensitive advertising strategies.

(3) R is flexible when improving the model performance.
Although the increase of TPR or decrease of FPR can
both improve the value of R, we expect to avoid the
misclassification of effective advertisements as much as
possible without the loss of the correct classification of
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ineffective advertisements. The adoption of R can di-
rectly achieve the relatively low values of FPR under the
premise of a certain level of TPR.

4. Main Method

This section mainly introduces the principle of feature se-
lection method based on filtering, five common resampling
methods, and our modified resampling method. In addition,
the C5.0 decision tree prediction model is also introduced in
this section. For the evaluation index of feature selection,
Pearson correlation coefficient is used to sort features. For
resampling methods, they have two common parameters:
the total number of sampling and the random seed. The total
number of sampling determines the total number of samples
in the final datasets after resampling. It changes the dis-
tribution of samples among majority and minority classes.
Consider a simple example of an imbalanced dataset with
800 samples of majority class and 100 samples of minority
class. In the oversampling strategy, the number of samples of
minority class will be extended from 100 to 800, so the total
number of samples in the dataset is extended to 1600. After
resampling, the original imbalanced dataset has become
balanced because the number of samples of majority and
minority classes is equal. The random seed is used to de-
termine random conditions during the resampling process.
The resampling results of a dataset will not change after
repeated resampling under the same value of random seed.

4.1. Feature Selection Based on Filtering. Compared with
other feature selection methods, filtering has low complexity
and high efficiency because it only evaluates the correlation
between single feature and target classification. Under this
method, every feature will be scored according to the specific
evaluation index and be sorted in descending order. The first
k features can be output as the feature subset.

In this paper, Pearson correlation coefficient is selected
as the evaluation index of filtering. There are many con-
tinuous features of online advertising data, so Pearson
correlation coefficient can be used to reflect the linear
correlation between advertising features and target classi-
fication. The higher the value of coefficient, the more ef-
fective the feature is. If f; and f; represent two data features,
Pearson correlation coefficient of them can be calculated as
follows:

Cov (fi, fj)

«(f5) = \/Var (f;)Var (fj)) @

Cov (f;, f;) represents the covariance of f; and f; and Var (f;)
represents the variance of f;. On the basis of this index, we
obtain the feature ranking of Pearson correlation coefficient
in each group of training set. Taking the training data on
September 1 as an example, Table 2 shows the coefficient
value between the feature and target classification (effective
or ineffective advertisements) of all the data features. We
have filtered the ten training sets and eventually select 18
features from 29 features according to the average ranking.

These 18 features can be classified as the following types:
advertisements, users, and media platforms.

4.2. Random Oversampling. Random oversampling (OVER)
is the simplest oversampling method and belongs to ran-
domization resampling. It extends number of samples in
minority class by randomly copying the samples in minority
class for the purpose that the number of samples of minority
class reaches a given proportion of samples of majority class.
OVER possibly leads to overfitting of classification and
increase of computational and storage cost because of the
repeated samples in minority class. In summary, OVER is
more suitable for datasets with small sample size and less
noise in minority class.

According to the above discussion, OVER is not the
suitable strategy for the task of this paper because the
proportion of samples in minority class is not very low and
there is a certain quantity of noise in the online adver-
tisement dataset. Moreover, the strategy of OVER to increase
the number of samples will occupy a large amount of
memory and computational time.

The diagram of OVER is shown in Figure 2.

(1) Figure 2(a) shows an imbalanced dataset which
contains the samples of minority class (solid trian-
gles) and the samples of majority class (solid circles).

(2) Copy the samples in minority class randomly. The
repeated samples are represented as hollow triangles
Figure 2(b)

(3) Repeat step 2 until the final number of minority
samples reaches a given proportion (e.g. 100%) of
samples in majority class.

We can understand the changes of the imbalanced
dataset after OVER. Before OVER, the dataset contains 6
samples of majority class (solid circles) and 3 samples of
minority class (solid triangles). After OVER, the dataset
becomes balanced because it contains 6 samples of majority
class (solid circles) and 6 samples of minority class (solid
triangles and hollow triangles). The samples of minority class
have been extended by OVER.

4.3. Synthetic Minority Oversampling Technique. Synthetic
minority oversampling technology (SMOTE) is an improved
method of OVER and belongs to heuristic resampling.
SMOTE is proposed to ease the overfitting problem of
OVER. Firstly, SMOTE selects a random target sample of
minority class and a random nearest neighbor of the target
sample. Secondly, SMOTE selects a sample point on the
connection of target sample and its selected neighbor as a
synthetic sample for the imbalanced dataset, instead of
simply replicating the original samples of minority class.
SMOTE may also lead to overfitting and high compu-
tational and storage cost. Moreover, SMOTE is unable to
determine how many neighbor samples should be selected to
achieve the optimal result. In addition, the synthetic samples
generated by SMOTE will also be in the boundary position of
sample space if the samples of minority class are mainly
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TaBLE 2: The Pearson correlation coefficient of training data features on September 1.

Feature

Pearson correlation coefficient

ROI on the day

Amount of total payments
Amount of total orders

Average residence time of user
Type of media platform

Ad budget

Ad type

Number of total purchase volume
Number of total search volume
Ad position

Number of total collection volume
User amount

Number of total recommendation volume
Average views of home page
Number of total register volume
User gender

Views of home page>8

Average views of business page
Max of user age

Min of user age

Views of business page >8
Number of order people

Number of orders

Number of payers

Number of payments

Residence time of user > 8 min
Views of home page=1

Residence time of user > 1 min
Views of business page=1

**At the 0.01 level (double tails), the correlation is significant.
*At the 0.05 level (double tails), the correlation is significant.

0.197**
0.190**
0.189**
0.141**
0.135**
0.127**
0.127**
0.123**
0.121**
0.119**
0.112**
0.106™*
0.098**
0.080**
0.079**
0.078**
0.068**
0.063**
0.061**
0.060**
0.043"
0.040*
0.035*
0.022
0.013
0.001
-0.001
-0.002
-0.022

(a)

®e¢ 2

o o4 -

(b)

FIGURE 2: The diagram of OVER: (a) before sampling; (b) after sampling.

distributed on the boundary position, which causes distri-
bution marginalization and increases the difficulty of
classification.

The diagram of SMOTE is shown in Figure 3.

(1) Figure 3(a) shows an imbalanced dataset which
contains the samples of minority class (solid trian-
gles) and the samples of majority class (solid circles).

(2) For target sample of minority class (one of the solid
triangles in Figure 3(b) select several similar nearest
neighbors around target sample and randomly select
one of these similar nearest neighbors (one of the
other solid triangles in Figure 3(b))

(3) Connect target sample and its selected neighbor
(represented as one of the dotted lines between solid
triangles in Figure 3(b) and randomly select a lo-
cation on the connection line to generate a new
synthetic which is represented as one of the hollow
triangles in Figure 3(b).

(4) Repeat steps 2 and 3 until the final number of
samples of minority class reaches a given proportion
(e.g., 100%) of samples of majority class.

The balanced dataset after SMOTE is of the same size as
dataset after OVER (Figure 2(b)). Different from OVER, the
generated samples of SMOTE are the synthetic samples
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(b)

FIGURE 3: The diagram of SMOTE: (a) before sampling; (b) after sampling.

rather than the original samples. The synthetic samples are
distributed around the original samples of minority class but
do not coincide with any of the original samples.

4.4. Random Oversampling Examples. Random over-
sampling examples (ROSE) is a special method based on
kernel function and belongs to heuristic resampling. ROSE
uses kernel density estimation to generate new synthetic
samples by expanding the feature space of samples of mi-
nority and majority classes. The kernel density estimation
uses the method of kernel function to weight the average of
relevant sample points in a certain range so as to obtain the
probability density and distribution situation of the sample
points and then determine the estimated value.

The diagram of ROSE is shown in Figure 4.

(1) Figure 4(a) shows an imbalanced dataset which
contains the samples of minority class (solid trian-
gles) and the samples of majority class (solid circles).

(2) For all the samples, the estimated value of kernel
density p,) of the samples is calculated by the
appropriate kernel function. Based on the kernel
density estimated value, the new samples of majority
and minority classes are generated. These new
samples of majority and minority classes are, re-
spectively, represented as hollow triangles and hol-
low circles in Figure 4(b).

(3) Repeat steps 2 and 3 until the final numbers of
samples of majority and minority reach to given
proportions. At this time, the number of total
samples of the dataset after ROSE will be more or less
than total samples of the original dataset.

According to Figure 4, the ratio of sample numbers of
majority class (solid circles) to minority class (solid triangles)
changes from 6:3 to 3:3 after ROSE. The total number of the
dataset decreases from 9 to 6. ROSE automatically increases or
deletes the original data according to the value of total sampling.
The new sample points are generated based on kernel density
estimation p,, ) which is shown in the following equation:

1 & /s—s;
D, . = "
pn(s) nxh jE:I K< h ), (5)

where s represents a target sample, n represents the sample
size of the dataset, and h represents the smooth parameters

or bandwidth. The default value of h is set to 1. K(x*)
represents the kernel [39]. The common kernels include
gauss kernels, uniform kernels, triangular kernels, and so on.
From equation (5), we can see that the kernel density es-
timation is based on the central local function of each
sample. In addition, on the basis of the weighted average
effect of these local functions, the influence of the average
effect on the sample density function is determined and the
estimated value is obtained. Some studies have shown that
the kernel function is actually a weight function, that is, the
degree of influence in estimating the density of the
remaining sample points depends on the distance between
the points.

4.5. Random Undersampling. Random undersampling
(UNDER) is the simplest undersampling method and be-
longs to randomization resampling. This method is contrary
to OVER. UNDER randomly reduces the number of samples
of majority class until the number of samples of minority
class reaches a given proportion of samples of the majority
class. UNDER is more suitable for datasets with large
number of samples, and it can save computational and
storage cost by reducing samples of datasets. However,
UNDRER is likely to delete the important samples of the
majority class, especially in the case of small imbalanced
datasets.

UNDER is more suitable for the case of large number of
samples and much noise in the majority class. For the online
advertising dataset in our study, there are a lot of noise
samples in the majority class (ineffective advertisements).
These noise samples are evaluated as ineffective advertise-
ments even though they have good performance in a day,
leading to classification difficulty. Moreover, UNDER
highlights the characteristics of the minority class (effective
advertisements) because part of samples of the majority class
is deleted.

The diagram of UNDER is shown in Figure 5.

(1) Figure 5(a) shows an imbalanced dataset which
contains the samples of minority class (solid trian-
gles) and the samples of majority class (solid circles).

(2) Delete samples of the majority samples randomly.

(3) Repeat step 2 until the final number of minority
samples reaches a given proportion (e.g., 100%) of
the number of majority samples.
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(b)

FIGURE 4: The diagram of ROSE: (a) before sampling; (b) after sampling.

()

FIGURE 5: The diagram of UNDER: (a) before sampling; (b) after sampling.

It can be seen in Figure 5 that the ratio of sample
numbers of majority class (solid circles) to minority class
(solid triangles) changes from 6:3 to 3: 3 after UNDER. For
UNDER, the total number of sampling should not be set
higher than the total number of samples of the original
dataset because UNDER has to reduce part of the samples of
majority class from the original dataset. The strategies of
UNDER and OVER are opposite. UNDER balances a dataset
by reducing samples of majority class while OVER balances a
dataset by duplicating samples of minority class.

4.6. Composite Sampling. BOTH 1is the composition of
OVER and UNDER. BOTH is designed to avoid the
problems of overfitting caused by OVER and important
information loss caused by UNDER. BOTH simultaneously
duplicates samples of minority class by using OVER and
reduces samples of majority class by using UNDER.

BOTH weakens the shortcomings of OVER and UNDER
to a certain extent. However, the method cannot take good
advantage of the two methods at the same time. In our
comparison experiments, the performance of BOTH is
between OVER and UNDER.

The diagram of BOTH is shown in Figure 6.

(1) Figure 6(a) shows an imbalanced dataset which
contains the samples of minority class (solid trian-
gles) and the samples of majority class (solid circles).

(2) Delete samples of majority class randomly.

(3) Reproduce the samples of minority class randomly
and represent the newly duplicated sample points as
hollow triangles.

(4) Repeat steps 2 and 3 until the numbers of majority
and minority classes are equal. At this time, the
number of total samples of the dataset after BOTH
will be more or less than total samples of the original
dataset.

Figure 6 shows that sample numbers of majority and
minority classes are equal after BOTH. BOTH is a combi-
nation of OVER and UNDER, so the newly generated
samples also retain the characteristics of the original dataset,
that is, these samples coincide with the existing samples of
the original dataset.

4.7. Undersampling Based on Clustering. As mentioned
above, UNDER is more suitable to solve the imbalance
problem of online advertising data. The log data are in days
while the class labels of advertisements are based on ob-
servation during a period of time, which leads to the
problem that effective advertisements are evaluated as in-
effective advertisements even though they have good per-
formance in a day. These effective advertisements are noise
samples in majority class (ineffective advertisements).
UNDER can exactly reduce the noise samples of majority
class. Compared with the random resampling, under-
sampling after clustering can make the distribution of de-
leted samples more well distributed. Therefore, UNDER is
likely to achieve better performance in the application re-
search of our study.

In order to achieve better classification performance, we
propose a modified method of UNDER based on clustering
(UBOC). Compared with the UNDER, UBOC selects sample
points regularly according to the data features instead of
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FIGURE 6: The diagram of BOTH: (a) before sampling; (b) after sampling.

randomly deleting them. We adopt the clustering strategy to

group the samples with similar data features so that the

sample data will become more balanced and representative.
The diagram of UBOC is shown in Figure 7.

(1) Figure 7(a) shows an imbalanced dataset which
contains the samples of minority class (solid trian-
gles) and the samples of majority class (solid circles).

(2) Divide the majority samples into different clusters by
clustering methods, such as K-means.

(3) Delete samples in each cluster randomly.

(4) Repeat step 3 until the final number of minority
samples reaches a given proportion (e.g., 100%) of
the number of samples of majority class.

UBOC improves sampling performance on the basis of
UNDER by considering the feature information of sample
data. It divides the samples into many clusters before
sampling, which makes the noise points more likely to be
deleted and ensures that a certain number of points in each
cluster are retained. Furthermore, UBOC overcomes the
defect of randomness in randomization resampling. It also
enables the process of undersampling more explicable.

4.8. C5.0 Decision Tree Model. Decision tree (DT) is a kind of
supervised prediction model to represent the mapping re-
lationship between object attributes and class labels. In the
DT model, the internal nodes represent object attributes and
the leaf nodes represents the class labels. The DT model is
trained by the training set. The test set can be classified
according to the classification rules of the trained DT model.
When classifying a target sample by DT, the attributes of the
target sample need to be distinguished by the classification
rules of the internal nodes at each level. Finally, the target
sample will be classified into a corresponding leaf node. The
class label of the leaf node is the predicted class label for the
target sample.

The C5.0 DT model applies boosting technology [40] to
improve the accuracy of DT classification. More impor-
tantly, it constructs a smaller set of classification rules. The
rules are still very robust and efficient in dealing with the
case of large quantity of attributes [41]. Therefore, we use
C5.0 DT model for the classification of online
advertisements.

In addition, C5.0 DT has implemented cost-sensitive
learning. We can use cost matrix to construct cost-sensitive
DT to minimize the sum of misclassification cost when
choosing split attributes for internal nodes of the DT
model. Generally, the misclassification cost of effective
advertisements and ineffective advertisements can be de-
termined by changing the value of cost matrix. Instead of
solely concerning the low error rates, we use the C5.0 DT
model with cost-sensitive learning to minimize the mis-
classification cost of advertisements in order to help ad-
vertisers to achieve better profits.

5. Experiment

5.1. Experiment Data. In order to ensure the reliability of the
experimental results, the experimental data used in our
study are collected from the real enterprise environment of
online advertising. The total number of samples (adver-
tisements) is 45,683 after data preprocessing. According to
the rate of return on investment (ROI), the online adver-
tisements are divided into two classes: ineffective adver-
tisements and effective advertisements. The proportion of
effective advertisements is 21% and the proportion of in-
effective advertisements is 79%. Obviously, the advertising
data used in experiments are imbalanced. In addition, the
data features are selected based on the filtering method in
order to improve the operation efficiency of our algorithm.
Table 3 shows the original features of online advertising data,
and Table 4 shows the selected features of three types.

The experimental data in our study contain 11 days of
online advertising data of a cross-border e-commerce en-
terprise from September 1 to 11 in 2018. The training set is
constructed as follows. Firstly, the data of September 1 are
used as training set and the data from September 2 are used
as test set. Secondly, the dataset from September 1 and
September 2 is merged as training set and the dataset from
September 3 is used as test set. Thirdly, the dataset from
September 1 to September 3 is also merged as training set
and the dataset from September 4 is used as test set, and so
on until dataset from September 1 to September 10 is used as
training set and dataset from September 11 is used as test set.
Ten training sets and ten corresponding test sets form ten
experimental groups, which are labeled 1-10, respectively.
The training sets and test sets are shown in Table 5.
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FIGURe 7: The diagram of UBOC: (a) before sampling; (b) after sampling.

TasLE 3: The original features of online advertising data.

Features of online advertising data

Number of payers
Number of payments
Amount of total payments
Number of order people
Number of orders
Amount of total orders
Ad type

Ad budget

Ad position

ROI on the day

Views of business page=1
Views of business page >8
Average views of business page
Views of home page=1
Views of home page>8
Average views of home page
User gender
User amount
Max of user age
Min of user age

Number of total search volume
Number of total register volume
Number of total purchase volume
Number of total collection volume
Number of total recommendation volume
Residence time of user > 1 min
Residence time of user > 8 min
Average residence time of user
Type of media platform

5.2. Experimental Process. We carry out an experimental
analysis to compare the resampling effect of our proposed
method UBOC and other common methods. We balance the
distribution of advertisement data by using different
resampling methods in order to compare their performance
on balanced datasets. Detailed flowchart of our experimental
process is shown in Figure 8.

From the experimental process, the balanced advertising
data after resampling are used to construct the DT model. R
can be further calculated by the results provided by the DT
model. Performance of the resampling methods can be
compared by comparing their corresponding values of R.
The core pseudocode for the experimental process is given in
Figure 9.

5.3. Experiment Result. In our study, we represent experi-
ments of six resampling methods combined with DT as
OVER-DT, SMOTE-DT, ROSE-DT, UNDER-DT, BOTH-
DT, and UBOC-DT. As a control group, the experiment of
DT without resampling is represented as NR-DT.

5.3.1. Comparison Experiment on Resampling Effect.
Resampling methods will produce different results under
different values of random seeds. In order to maintain ro-
bustness, the experiments are repeated five times under
different values of random seeds to calculate R. The final
results of R are the average values of the five times exper-
iments. The R values of final results are shown in Table 6 and
Figure 10.

According to Table 6 and Figure 10, the five common
resampling methods are sorted according to their resam-
pling effect (from the best to the worse): UNDER, BOTH,
SMOTE, OVER, and ROSE. The resampling effect of UN-
DER is much better than other methods. The resampling
effect of OVER, SMOTE, and BOTH does not differ from
each other greatly. Table 7 shows values of TPR, FPR, and R
in the five repeated experiments in group 10. It is obvious to
find that UNDER performs the best while ROSE performs
the worse.

From Table 6, the resampling methods can improve the
prediction performance of the model except ROSE. Com-
pared with the control group, ROSE has lower values of R.
However, we cannot reach the conclusion that ROSE has no
contribution on advertising effect evaluation. It merely
means that ROSE cannot effectively reduce FPR to increase
the value of R. From Table 7, values of TPR are up to 99%
and values of FPR are up to 87% in ROSE. The strategy of
ROSE is to improve the prediction accuracy of ineffective
advertisements at the cost that most of the effective ad-
vertisements are predicted as ineffective ones. However, the
resampling of ROSE does not meet the requirements of
advertisers’” cost-sensitive advertising strategies, so the value
of R is only around 1.

Allin all, compared with the experimental group without
resampling, resampling can improve the effect evaluation of
online advertisements by changing the distribution of ad-
vertising data. It deletes useless data from the ineffective
advertisements or adds useful data into the effective ad-
vertisements, so as to make the features of effective or
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TaBLE 4: The selected features of three types.

Features of advertising information

Features of information on media platform

Features of user information

Advertising type

Amount of total payment
Amount of total order
Average views of business page
Average residence time of user
Average views of home page
Advertising budget

ROI on the day

Advertising position

Type of media platform

User gender
Max of user age
User amount
Number of total search volume
Number of total collection volume
Number of total recommendation volume
Number of total purchase volume
Number of total register volume

TaBLE 5: The construction process of dataset.

Group Training set Test set
1 Sep.1 Sep.2
2 Sep.1-Sep.2 Sep.3
3 Sep.1-Sep.3 Sep.4
4 Sep.1-Sep.4 Sep.5
5 Sep.1-Sep.5 Sep.6
6 Sep.1-Sep.6 Sep.7
7 Sep.1-Sep.7 Sep.8
8 Sep.1-Sep.8 Sep.9
9 Sep.1-Sep.9 Sep.10
10 Sep.1-Sep.10 Sep.11

No resampling Control group

| OVER |\
| SMOTE |
Imbalanced online
advertising data | ROSE |
| | Experience
| UNDER | group
@ | BOTH |

DT based on C5.0

Cost adjustment

FIGURE 8: The schematic flowchart of resampling experiment.

Evaluation model

performance

ineffective advertisements much clearer. Besides, some of the
ineffective advertisements perform well in a short time,
which will affect the classification performance to a great
extent. In theory, the strategy of undersampling is more
suitable for advertising data than other sampling methods
and our experimental results confirm this point.

5.3.2. Verification Experiment on Resampling Effect of UBOC.
In previous experiments, UNDER outperforms other com-
mon methods. The disadvantage of UNDER is that it deletes a

large number of samples of majority class to increase the
importance of minority class. In actual online advertising
data, there are too many ineffective advertisements. Some of
the effective advertisements will also be labeled as ineffective
advertisements because they do not show characteristics of
effective advertisement in a short period of time. The clas-
sification results will be biased towards ineffective adver-
tisements if the imbalanced advertising data are used for
training the DT model. Thus, we can draw a conclusion that
compared with other resampling methods, UNDER is more
suitable for effect evaluation of online advertisements under
the cost-sensitive advertising strategies. In order to further
improve the performance of effect evaluation, we propose our
method UBOC to improve UNDER.

UBOC uses K-means clustering to generate N clusters and
then deletes the corresponding number of samples from each
cluster. Samples in different clusters have different feature
information. Resampling strategy according to clusters avoids
the problem that the samples with important features are
eliminated at all. The comparison experiments of resampling
effect of UNDER and UBOC are shown in Table 8.

From Table 8, in all the experimental groups, the values R
of UBOC are larger than those of UNDER, indicating better
performance of UBOC. In fact, although UNDER deletes
some advertising data whose features and classification label
are inconsistent, the random deletion strategy is likely to
accidentally remove the useful data. However, UBOC divides
the advertising data into different clusters according to the
data features in advance. In this way, we can remove the
abnormal data and retain the useful data in the deletion step.

Meanwhile, the experimental results also demonstrate
that the resampling based on the data features is more ef-
fective than the randomly resampling strategy for the effect
evaluation of online advertisements. We can find that R of
UBOC is more stable than that of UNDER in ten groups of
experiments. It is because the resampling data will be dif-
ferent from the change of random seeds, which is difficult to
ensure that the results definitely meet the expectations.
However, UBOC deletes data based on the data features
instead of the randomicity, so the experimental results can
also verify that UBOC is more explanatory and practical
than UNDER for the online advertising data.

5.3.3. Observation Experiment on Different Cost Settings.
From the previous discussion, we can further increase the
value of R by adjusting the misclassification cost parameter
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Input: Online advertising dataset D
Procedure: Function Resampling, Decision Tree
Output: R
1: if D has not performed preprocessing then
2: perform preprocessing for D; return
3: end if
4: if D is imbalanced then
5:  perform Resampling (D) get D*; return
6: end if
7: Set the value of cost in decision tree model
8: Generate confusion matrix by Decision Tree (D*)
9: Calculate the value of TPR and FPR
10: if FPR # 0 then
11: R=TPR/FPR; return
12: end if
FIGURE 9: The core pseudocode.
TABLE 6: The result of R from different resampling methods.
Group 1 2 3 4 5 6 7 8 9 10
NR-DT 2.09 2.01 1.71 2.18 2.37 2.41 2.79 2.81 2.20 2.00
OVER-DT 2.69 2.72 2.04 2.63 3.15 3.07 2.33 3.33 4.87 3.56
SMOTE-DT 2.89 2.79 2.42 2.26 3.00 2.81 3.99 3.65 4.38 2.72
ROSE-DT 1.32 1.22 1.12 1.19 1.20 1.12 1.25 1.28 1.15 1.14
UNDER-DT 3.38 3.59 2.63 3.45 3.85 3.94 3.06 4.32 6.11 3.77
BOTH-DT 3.07 3.02 2.16 2.77 3.07 3.43 2.40 3.41 4.85 3.79
7
6
5 |
4
R
3
2
1. D—-—D..__ﬂ_._D.._.D_._D,.—»D-—-—D—-~.D._._,:,
0

—e— UNDER-DT
--0-- BOTH-DT
-v- SMOTE-DT

5

6 7 8 9 10

Group
-a- OVER-DT
-m- NR-DT
-~ ROSE-DT

F1Gure 10: Comparison of impact on model of different resampling methods.

in the DT model according to cost-sensitive learning. Taking
group 10 as an example, we observe the changes in the
adjustment of different costs for UNDER. The cost of
predicting effective advertisements as ineffective ones is
regarded as a high level, so we conduct experiments of five
different values of the cost (from 1 to 5). The experimental
results are shown in Table 9.

Since the cost parameter defaults to 1, R of UNDER in
the second column of Table 9 is the same as that in the fourth

column of Table 7. It is obvious that value of R significantly
increases as the cost increases. Although the FPR is reduced
as much as possible, the TPR is also reduced at the same
time. Therefore, we need to consider the acceptable level of
TPR when setting the cost.

In summary, we can conclude that cost-sensitive
learning is able to further increase values of R based on the
effective resampling method. There are many ineffective
advertisements performing well in a short term, so we
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TaBLE 7: Different indexes after five resampling methods in group 10.
Random seed Index BOTH-DT UNDER-DT OVER-DT SMOTE-DT ROSE-DT
TPR 77.48% 71.99% 78.49% 49.78% 99.91%
1 FPR 17.42% 18.91% 23.17% 17.52% 87.58%
R 4.4469 3.8076 3.3875 2.8422 1.1408
TPR 72.22% 72.45% 74.17% 49.81% 99.94%
2 FPR 20.30% 20.11% 17.98% 17.79% 87.49%
R 3.5581 3.6023 4.1254 2.7994 1.1424
TPR 72.22% 77.08% 75.12% 50.94% 99.88%
3 FPR 19.83% 19.09% 23.54% 19.37% 85.73%
R 3.6412 4.0372 3.1912 2.6296 1.1651
TPR 74.06% 75.99% 76.13% 62.35% 99.94%
4 FPR 19.56% 19.37% 20.48% 20.39% 86.10%
R 3.7871 3.9229 3.7169 3.0581 1.1608
TPR 79.15% 75.84% 77.05% 54.62% 99.94%
5 FPR 22.61% 21.78% 22.80% 24.10% 92.86%
R 3.5001 3.4822 3.3795 2.2666 1.0762
Average R 3.7867 3.7704 3.5601 2.7192 1.1371
TasLE 8: The results of R between UNDER and UBOC in 10 groups.
Group 1 2 3 4 5 6 7 8 9 10
UNDER-DT 3.38 3.59 2.63 3.45 3.85 3.94 3.06 4.32 6.11 3.77
UBOC-DT 3.56 3.84 2.70 3.82 413 4.16 3.15 6.39 6.83 5.19
TaBLE 9: The different values after setting cost in decision tree.
Cost
Index 1 2 3 4 5
TPR 71.99% 70.23% 68.68% 64.97% 61.60%
FPR 18.91% 14.46% 12.33% 9.27% 10.19%
R 3.8076 4.8578 5.5719 7.0102 6.0429

increase the misclassification cost of ineffective advertise-
ments to let the DT model pay more attention to the useful
data information. The strategy of cost-sensitive learning
significantly reduces FPR with the small loss of TPR, which
can improve the evaluation index from the perspective of
model parameters.

6. Suggestion and Conclusion

6.1. Suggestion. Enterprises often spend a lot of money on
promoting online advertisements, so it is important to es-
tablish a perfect and convenient evaluation system. The
following suggestions are put forward for future research
studies.

On the one hand, more optimized heuristic resampling
methods can be adopted for the strategies of resampling. The
heuristic sampling method is robust and is able to achieve
better performance. For example, the heuristic under-
sampling method also includes the simple integration
method and balanced cascade method. The simple inte-
gration method extracts some independent samples of
majority class to generate multiple subsets and then merges
the minority class with these subsets. The method trains
multiple classifiers based on the merged datasets. The

balanced cascade method generates multiple classifiers and
then systematically retains the samples of majority class
based on certain rules. The practical effect of the above
methods for advertising prediction needs further discussion.
On the other hand, some advanced methods can be
introduced for the prediction of online advertising effect.
Some literatures on online advertising have employed ma-
chine learning models, such as the neural network. Future
studies should cover the topics of combining machine
learning models with practical advertising strategies.

6.2. Conclusion. Based on the real-world log data, our study
aims to improve the effect evaluation of online advertise-
ments so as to provide practical guideline for e-commerce
enterprises. Our contributions are mainly as follows. (1) For
the imbalance of advertising data, we use the resampling
method and propose UBOC to improve the prediction
performance of online advertisements. (2) In order to meet
the requirements of enterprises, we present the evaluation
index (R) to better reflect the effect of evaluation model for
online advertisements. Based on the above contributions, the
following conclusions are drawn. (1) The data imbalance of
online advertisements can be dealt with through the
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resampling method, which improves the prediction per-
formance. We compare several resampling methods and find
that the strategy of undersampling is more suitable for the
data preprocessing of online advertisements. On this basis,
we propose UBOC to further eliminate the negative effects
on the prediction model from data imbalance. (2) The
optimized effect evaluation of online advertisements can
fulfill the actual requirements of enterprises. We present a
new evaluation index (R) available for online advertising,
which has better flexibility and interpretability.
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